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XMASS-I XMASS-1.5

LXe: ~800kg  ~6 ton ~24 ton

XMASS-II

XMASS: a multi purpose experiment with liquid Xenon
• Xenon detector for Weakly Interacting MASSive Particles (DM search) 
• Xenon MASSive detector for Solar neutrino ( pp/7Be solar ν) 
• Xenon neutrino MASS detector (ββ decay)

DM solar ν
ββ
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XMASS-I XMASS-1.5

LXe: ~800kg  ~6 ton ~24 ton

XMASS-II

XMASS: a multi purpose experiment with liquid Xenon
• Xenon detector for Weakly Interacting MASSive Particles (DM search) 
• Xenon MASSive detector for Solar neutrino ( pp/7Be solar ν) 
• Xenon neutrino MASS detector (ββ decay)

the main purpose of the first phase is DM search

DM solar ν
ββ
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Kamioka'Mine

Tokyo'
KamLAND

Super-K
XMASS
(Lab-C)

CANDLES

IPMU Lab1 CLIONEWAGE

Lab2/EGad

The site of Kamioka mine 
• 1000 m underground  
=  2700 m.w.e
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Detector
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11
m

10m

80cm

Outer Detector 
(Water Cherenkov detector)
• 10-m Φ ×11 m height 
• 72 20-inch PMTs 
• Active shield for cosmi. μ 
• Passive shield for external 

neutrons and γ’s 
OFHC Copper vessel  
• hold liquid xenon 
• vacuum insulation

Inner Detector



cont.
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Inner Detector
(Liquid Xenon detector)
• single-phase detector 

= scintillation (S1) only 
→ compact, scalability   

• 832 kg LXe sensitive 
volume 

• 642 2-inch PMTs 
• HAMAMATSU R10789

• QE: 28~39% 
• Hexagonal window  
• held by OFHC Cu 

holder 
• photo. coverage > 62% 

• High light yield  
• ~15 p.e / keV

spread over the  
inner surface



Self-shielding 

8

• γ’s from RI’s in PMTs & vessel  
are shielded by LXe itself.

• vertex position is 
reconstructed from a pattern 
of p.e. distribution

L(~r) =
642Y

i=1

pi(ni)

 pi (n): probability that n p.e. are detected 
in the i-th PMT

→ require |~r| <⇠ 20cm (= fiducial volume : 100 kg)

fiducial volume

LXe

PMT holder 
inner surface



BG rate for DM search
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Dark Matter Searches Rick Gaitskell, Brown University, LUX / DOE

Reduction in Backgrounds

•Electron Recoil Events

9

LUX-ZEPLIN (Xe 5.6 Tonne Fid.)!
pp solar dominates 

Thanks to David Malling, Brown, for preparing slide

XMASS%I

Original(figure( taken(from
D.(C.(Mailing,(Ph.D (2014)(Fig(1.5

With fiducial volume cut … 
• O(10-4) events/day/keV/kg 

at a few 10s keV 
•  including e/γ events  
→ widely explore 
various DM candidates
with e/γ, as well as 
standard WIMPs

BG rate including e/γ events
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Commissioning run
run after refurbishment 

• # events: ~1/10 
@ 5 keV

• ~ 3 years 
operation



physics results
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2010 2011 2012 2013 2014 2015 2016
Dec.

constr-
uction
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commissio-
ning run

Nov.

refurbish-
ment continuous data taking

Red:%XMASS%(90%%C.L.)
Black:%DAMA%LXe 2000%
(90%%C.L.)

latest results

solar axion
PLB 724 46 

(2013)

bosonic 
super WIMPs
PLB 724 46 

(2014)

Inelastic WIMP 
scattering 

PTEP 063C01
(2014)

low mass 
WIMP

PLB 719 78 
(2013)

annual modulation
PLB 759 64 (2016)
→ this talk

2νECEC
PLB 759 272 (2016)
→ Hiraide’s talk
in session VI



latest result : annual modulation
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• DAMA/LIBRA claims modulation at 9.3σ 
• 1.33 ton-year exposure  
• No particle ID ( = including electron signals)

• event rate of DM should modulate 
annually

→ inspect the modulation with XMASS data 
• comparable exposure time (0.83 ton-year)
• No particle ID

Search%for%annual%modulation%(1)
• Event$rate$of$dark$matter$signal$is$expected$to$modulate$annually$due$to$

relative$motion$of$the$Earth$around$the$Sun.$It$would$be$a$strong$signature$of$
dark$matter.

• This$annual$modulation$claimed$by$DAMA/LIBRA$with$9.3σ$significance$(1.33$
ton�year,$14$cycles).

• XMASS@I$:$The$dataset$after$refurbishment$(Nov$2013@Mar$2015)$was$analyzed.
• 0.83ton*year$data(1$year$cycle)$with$low$threshold$(1.1keVee).$
• Cherenkov,$noise$and$front$of$PMT$events$are$removed.
• No$particle$ID$just$like$DAMA/LIBRA

• We$can$clearly$see$the$modulation$signal$if$WIMP$parameters$are$in$the$range$
where$DAMA/LIBRA$experiment$indicates.

Expected$rates$for
―$7GeV/c2WIMPs
@@@ 8GeV/c2WIMPs
Cross$section$of$2�10@40cm2

Jun.$$$Dec.
The$expected$WIMP$flux$variation$
due$to$earth’s$orbit.$

DAMA/LIBRA
Time$variation$of$event$rate$from$1.1$to1.6keVee

PLB$759$272$(2016)
I$Statistical$error
Systematic$error

V0: 220.0$km/s
Vesc: 650.0$km/s
ρdm: 0.3$GeV/cm3

Lewin,$Smith$(1996)

Model$assumption



event selection

13

Data : Nov. 2013 - Mar. 2015 after the refurbishment  
= 359.2 live days, 0.83 ton-year exposure

efficiency after the selection

— — — : cuts to reject noises and 
after-pulses  
— : after Cherenkov events rejection

• # hits in 20 ns < 60 % of total hits
— : after rejecting events IFO PMT

• cut by max p.e. / total p.e 

• use LXe full volume  
• E thre. ~ 1.1 keVee



Modulation Analysis
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Day from 2014.Jan.1
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stat error
systematic error

— — : expectation
7 GeV WIMPs w/ 2 x 10-40 cm2

8 GeV WIMPs w/ 2 x 10-40 cm2

• The data was divided into … 
~10 days time-bin  × 0.5 keVee energy-bin

• Perform two least square fitting methods 
• all the time-energy bins are fitted simultaneously
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Fig. 1. Light yield stability was monitored with a 57Co 122 keV gamma ray source. 
The relative intrinsic scintillation light yield (R yield) was obtained by comparing to 
calibration data with the Monte Carlo simulation by considering optical parameters 
such as absorption and scattering length.

Fig. 2. (Color online.) Observed count rate as a function of time in the 1.1–1.6 keVee
(= 4.8–6.8 keVnr) energy range. The black error bars show the statistical uncer-
tainty of the count rate. Square brackets indicate the 1σ systematic error for each 
time bin. The solid and dashed curves indicate the expected count rates assuming 7 
and 8 GeV/c2 WIMPs respectively with a cross section of 2 × 10−40 cm2 where the 
WIMP search sensitivity closed to DAMA/LIBRA.

length remains stable at 52 cm with a standard deviation of ±0.6%. 
We then re-evaluate the absorption length and the relative intrin-
sic light yield to see the stability of the scintillation light response 
by fixing the scattering length at 52 cm. The absolute absorption 
length varied from about 4 m to 11 m, but the relative intrinsic 
light yield (R yield) stayed within ±0.6% over the entire data taking 
period (see Fig. 1).

The time dependence of the photoelectron yield affects the ef-
ficiency of the cuts. Therefore, we evaluate the absorption length 
dependence of the relative cut efficiencies through Monte Carlo 
simulation. If we normalize the overall efficiency at an absorp-
tion length of 8 m, this efficiency changes from −4% to +2% 
over the relevant absorption range. The position dependence of 
the efficiency was taken into account as a correlated systematic 
error (∼ ±2.5%). This is the dominant systematic uncertainty in 
the present analysis. The second largest contribution comes from a 
gain instability of the waveform digitizers (CAEN V1751) between 
April 2014 and September 2014 due to a different calibration 
method of the digitizers used in that period. This effect contributes 
an uncertainty of 0.3% to the energy scale. Other effects from LED 
calibration, trigger threshold stability, timing calibration were neg-
ligible. The observed count rate after cuts as a function of time in 
the energy region between 1.1 and 1.6 keVee is shown in Fig. 2. 
The systematic errors caused by the relative cut efficiencies are 
also shown.

To retrieve the annual modulation amplitude from the data, the 
least squares method for the time-binned data was used. The data 
set was divided into 40 time-bins (tbins) with roughly 10 days 
of live time each. The data in each time-bin were then further 
divided into energy-bins (Ebins) with a width of 0.5 keVee. Two fit-
ting methods were performed independently. Both of them fit all 
energy- and time-bins simultaneously. Method 1 used a ‘pull term’ 
α with χ2 defined as:

χ2 =
Ebins∑

i

tbins∑

j

(
(Rdata

i, j − Rex
i, j − αKi, j)

2

σ (stat)2
i, j + σ (sys)2

i, j

)

+ α2, (1)

where Rdata
i, j , Rex

i, j , σ (stat)i, j and σ (sys)i, j are data, expected event 
rate, statistical and systematic error, respectively, of the (i-th 
energy- and j-th time-) bin. The time is denoted as the number 
of days from January 1, 2014. Ki, j represents the 1σ correlated 
systematic error on the expected event rate based on the relative 
cut efficiency in that bin. Method 2 used a covariance matrix to 
propagate the effects of the systematic error. Its χ2 was defined 
as:

χ2 =
Nbins∑

k,l

(Rdata
k − Rex

k )(V stat + V sys)
−1
kl (Rdata

l − Rex
l ), (2)

where Nbins(= Ebins × tbins) was the total number of bins and 
Rdata(ex)

k is the event rate where k = i · tbins + j. The matrix V stat
contains the statistical uncertainties of the bins, and V sys is the co-
variance matrix of the systematic uncertainties as derived from the 
relative cut efficiency.

4. Results and discussion

We performed two analyses, one assuming WIMP interactions 
and the other independent of any specific dark matter model. 
Hereafter we call the former case the WIMP analysis and the latter 
a model independent analysis.

In the case of the WIMP analysis, the expected modulation 
amplitudes become a function of the WIMP mass Ai(mχ ) as the 
WIMP mass mχ determines the recoil energy spectrum. The ex-
pected rate in a bin then becomes:

Rex
i, j =

t j+ 1
2 $t j∫

t j− 1
2 $t j

(
Ci + σχn · Ai(mχ ) cos 2π

(t − t0)

T

)
dt, (3)

where σχn is the WIMP–nucleon cross section. To obtain the 
WIMP–nucleon cross section the data was fitted in the energy 
range of 1.1–15 keVee. We assume a standard spherical isother-
mal galactic halo model with the most probable speed of v0 =
220 km/s, the Earth’s velocity relative to the dark matter dis-
tribution of v E = 232 + 15 sin2π(t − t0)/T km/s, and a galactic 
escape velocity of vesc = 650 km/s, a local dark matter density of 
0.3 GeV/cm3, following [13]. In the analysis, the signal efficiencies 
for each WIMP mass are estimated from Monte Carlo simulation 
of uniformly distributed nuclear recoil events in the liquid xenon 
volume. The systematic error of the efficiencies comes from the 
uncertainty of liquid xenon scintillation decay time of 25 ±1 ns [5]
and is estimated as about 5% in this analysis. The expected count 
rate for WIMP masses of 7 and 8 GeV/c2 with a cross section of 
2 × 10−40 cm2 for the spin independent case are shown in Fig. 2
as a function of time after all cuts. This demonstrates the high 
sensitivity of the XMASS detector to modulation. As both meth-
ods found no significant signal, the 90% C.L. upper limit by the 
‘pull term’ method on the WIMP–nucleon cross section is shown 
in Fig. 3. The exclusion upper limit of 4.3 × 10−41 cm2 at 8 GeV/c2

was obtained. The −1σ scintillation efficiency of [22] was used to 
obtain a conservative limit. To evaluate the sensitivity of WIMP–
nucleon cross section, we carried out a statistical test by applying 
the same analysis to 10,000 dummy samples with the same sta-
tistical and systematic errors as data but without modulation by 
the following procedure. At first, the time-averaged energy spec-
trum was obtained from the observed data. Then, we performed a 
toy Monte Carlo simulation to simulate time variation of event rate 
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Fig. 1. Light yield stability was monitored with a 57Co 122 keV gamma ray source. 
The relative intrinsic scintillation light yield (R yield) was obtained by comparing to 
calibration data with the Monte Carlo simulation by considering optical parameters 
such as absorption and scattering length.

Fig. 2. (Color online.) Observed count rate as a function of time in the 1.1–1.6 keVee
(= 4.8–6.8 keVnr) energy range. The black error bars show the statistical uncer-
tainty of the count rate. Square brackets indicate the 1σ systematic error for each 
time bin. The solid and dashed curves indicate the expected count rates assuming 7 
and 8 GeV/c2 WIMPs respectively with a cross section of 2 × 10−40 cm2 where the 
WIMP search sensitivity closed to DAMA/LIBRA.

length remains stable at 52 cm with a standard deviation of ±0.6%. 
We then re-evaluate the absorption length and the relative intrin-
sic light yield to see the stability of the scintillation light response 
by fixing the scattering length at 52 cm. The absolute absorption 
length varied from about 4 m to 11 m, but the relative intrinsic 
light yield (R yield) stayed within ±0.6% over the entire data taking 
period (see Fig. 1).

The time dependence of the photoelectron yield affects the ef-
ficiency of the cuts. Therefore, we evaluate the absorption length 
dependence of the relative cut efficiencies through Monte Carlo 
simulation. If we normalize the overall efficiency at an absorp-
tion length of 8 m, this efficiency changes from −4% to +2% 
over the relevant absorption range. The position dependence of 
the efficiency was taken into account as a correlated systematic 
error (∼ ±2.5%). This is the dominant systematic uncertainty in 
the present analysis. The second largest contribution comes from a 
gain instability of the waveform digitizers (CAEN V1751) between 
April 2014 and September 2014 due to a different calibration 
method of the digitizers used in that period. This effect contributes 
an uncertainty of 0.3% to the energy scale. Other effects from LED 
calibration, trigger threshold stability, timing calibration were neg-
ligible. The observed count rate after cuts as a function of time in 
the energy region between 1.1 and 1.6 keVee is shown in Fig. 2. 
The systematic errors caused by the relative cut efficiencies are 
also shown.

To retrieve the annual modulation amplitude from the data, the 
least squares method for the time-binned data was used. The data 
set was divided into 40 time-bins (tbins) with roughly 10 days 
of live time each. The data in each time-bin were then further 
divided into energy-bins (Ebins) with a width of 0.5 keVee. Two fit-
ting methods were performed independently. Both of them fit all 
energy- and time-bins simultaneously. Method 1 used a ‘pull term’ 
α with χ2 defined as:
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i, j , σ (stat)i, j and σ (sys)i, j are data, expected event 
rate, statistical and systematic error, respectively, of the (i-th 
energy- and j-th time-) bin. The time is denoted as the number 
of days from January 1, 2014. Ki, j represents the 1σ correlated 
systematic error on the expected event rate based on the relative 
cut efficiency in that bin. Method 2 used a covariance matrix to 
propagate the effects of the systematic error. Its χ2 was defined 
as:
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−1
kl (Rdata

l − Rex
l ), (2)

where Nbins(= Ebins × tbins) was the total number of bins and 
Rdata(ex)

k is the event rate where k = i · tbins + j. The matrix V stat
contains the statistical uncertainties of the bins, and V sys is the co-
variance matrix of the systematic uncertainties as derived from the 
relative cut efficiency.

4. Results and discussion

We performed two analyses, one assuming WIMP interactions 
and the other independent of any specific dark matter model. 
Hereafter we call the former case the WIMP analysis and the latter 
a model independent analysis.

In the case of the WIMP analysis, the expected modulation 
amplitudes become a function of the WIMP mass Ai(mχ ) as the 
WIMP mass mχ determines the recoil energy spectrum. The ex-
pected rate in a bin then becomes:

Rex
i, j =

t j+ 1
2 $t j∫

t j− 1
2 $t j

(
Ci + σχn · Ai(mχ ) cos 2π

(t − t0)

T

)
dt, (3)

where σχn is the WIMP–nucleon cross section. To obtain the 
WIMP–nucleon cross section the data was fitted in the energy 
range of 1.1–15 keVee. We assume a standard spherical isother-
mal galactic halo model with the most probable speed of v0 =
220 km/s, the Earth’s velocity relative to the dark matter dis-
tribution of v E = 232 + 15 sin2π(t − t0)/T km/s, and a galactic 
escape velocity of vesc = 650 km/s, a local dark matter density of 
0.3 GeV/cm3, following [13]. In the analysis, the signal efficiencies 
for each WIMP mass are estimated from Monte Carlo simulation 
of uniformly distributed nuclear recoil events in the liquid xenon 
volume. The systematic error of the efficiencies comes from the 
uncertainty of liquid xenon scintillation decay time of 25 ±1 ns [5]
and is estimated as about 5% in this analysis. The expected count 
rate for WIMP masses of 7 and 8 GeV/c2 with a cross section of 
2 × 10−40 cm2 for the spin independent case are shown in Fig. 2
as a function of time after all cuts. This demonstrates the high 
sensitivity of the XMASS detector to modulation. As both meth-
ods found no significant signal, the 90% C.L. upper limit by the 
‘pull term’ method on the WIMP–nucleon cross section is shown 
in Fig. 3. The exclusion upper limit of 4.3 × 10−41 cm2 at 8 GeV/c2

was obtained. The −1σ scintillation efficiency of [22] was used to 
obtain a conservative limit. To evaluate the sensitivity of WIMP–
nucleon cross section, we carried out a statistical test by applying 
the same analysis to 10,000 dummy samples with the same sta-
tistical and systematic errors as data but without modulation by 
the following procedure. At first, the time-averaged energy spec-
trum was obtained from the observed data. Then, we performed a 
toy Monte Carlo simulation to simulate time variation of event rate 

Method 1: “pull term” Method 2: “covariance matrix” 
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Fig. 1. Light yield stability was monitored with a 57Co 122 keV gamma ray source. 
The relative intrinsic scintillation light yield (R yield) was obtained by comparing to 
calibration data with the Monte Carlo simulation by considering optical parameters 
such as absorption and scattering length.

Fig. 2. (Color online.) Observed count rate as a function of time in the 1.1–1.6 keVee
(= 4.8–6.8 keVnr) energy range. The black error bars show the statistical uncer-
tainty of the count rate. Square brackets indicate the 1σ systematic error for each 
time bin. The solid and dashed curves indicate the expected count rates assuming 7 
and 8 GeV/c2 WIMPs respectively with a cross section of 2 × 10−40 cm2 where the 
WIMP search sensitivity closed to DAMA/LIBRA.

length remains stable at 52 cm with a standard deviation of ±0.6%. 
We then re-evaluate the absorption length and the relative intrin-
sic light yield to see the stability of the scintillation light response 
by fixing the scattering length at 52 cm. The absolute absorption 
length varied from about 4 m to 11 m, but the relative intrinsic 
light yield (R yield) stayed within ±0.6% over the entire data taking 
period (see Fig. 1).

The time dependence of the photoelectron yield affects the ef-
ficiency of the cuts. Therefore, we evaluate the absorption length 
dependence of the relative cut efficiencies through Monte Carlo 
simulation. If we normalize the overall efficiency at an absorp-
tion length of 8 m, this efficiency changes from −4% to +2% 
over the relevant absorption range. The position dependence of 
the efficiency was taken into account as a correlated systematic 
error (∼ ±2.5%). This is the dominant systematic uncertainty in 
the present analysis. The second largest contribution comes from a 
gain instability of the waveform digitizers (CAEN V1751) between 
April 2014 and September 2014 due to a different calibration 
method of the digitizers used in that period. This effect contributes 
an uncertainty of 0.3% to the energy scale. Other effects from LED 
calibration, trigger threshold stability, timing calibration were neg-
ligible. The observed count rate after cuts as a function of time in 
the energy region between 1.1 and 1.6 keVee is shown in Fig. 2. 
The systematic errors caused by the relative cut efficiencies are 
also shown.

To retrieve the annual modulation amplitude from the data, the 
least squares method for the time-binned data was used. The data 
set was divided into 40 time-bins (tbins) with roughly 10 days 
of live time each. The data in each time-bin were then further 
divided into energy-bins (Ebins) with a width of 0.5 keVee. Two fit-
ting methods were performed independently. Both of them fit all 
energy- and time-bins simultaneously. Method 1 used a ‘pull term’ 
α with χ2 defined as:
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i, j , σ (stat)i, j and σ (sys)i, j are data, expected event 
rate, statistical and systematic error, respectively, of the (i-th 
energy- and j-th time-) bin. The time is denoted as the number 
of days from January 1, 2014. Ki, j represents the 1σ correlated 
systematic error on the expected event rate based on the relative 
cut efficiency in that bin. Method 2 used a covariance matrix to 
propagate the effects of the systematic error. Its χ2 was defined 
as:

χ2 =
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where Nbins(= Ebins × tbins) was the total number of bins and 
Rdata(ex)

k is the event rate where k = i · tbins + j. The matrix V stat
contains the statistical uncertainties of the bins, and V sys is the co-
variance matrix of the systematic uncertainties as derived from the 
relative cut efficiency.

4. Results and discussion

We performed two analyses, one assuming WIMP interactions 
and the other independent of any specific dark matter model. 
Hereafter we call the former case the WIMP analysis and the latter 
a model independent analysis.

In the case of the WIMP analysis, the expected modulation 
amplitudes become a function of the WIMP mass Ai(mχ ) as the 
WIMP mass mχ determines the recoil energy spectrum. The ex-
pected rate in a bin then becomes:

Rex
i, j =

t j+ 1
2 $t j∫

t j− 1
2 $t j

(
Ci + σχn · Ai(mχ ) cos 2π

(t − t0)

T

)
dt, (3)

where σχn is the WIMP–nucleon cross section. To obtain the 
WIMP–nucleon cross section the data was fitted in the energy 
range of 1.1–15 keVee. We assume a standard spherical isother-
mal galactic halo model with the most probable speed of v0 =
220 km/s, the Earth’s velocity relative to the dark matter dis-
tribution of v E = 232 + 15 sin2π(t − t0)/T km/s, and a galactic 
escape velocity of vesc = 650 km/s, a local dark matter density of 
0.3 GeV/cm3, following [13]. In the analysis, the signal efficiencies 
for each WIMP mass are estimated from Monte Carlo simulation 
of uniformly distributed nuclear recoil events in the liquid xenon 
volume. The systematic error of the efficiencies comes from the 
uncertainty of liquid xenon scintillation decay time of 25 ±1 ns [5]
and is estimated as about 5% in this analysis. The expected count 
rate for WIMP masses of 7 and 8 GeV/c2 with a cross section of 
2 × 10−40 cm2 for the spin independent case are shown in Fig. 2
as a function of time after all cuts. This demonstrates the high 
sensitivity of the XMASS detector to modulation. As both meth-
ods found no significant signal, the 90% C.L. upper limit by the 
‘pull term’ method on the WIMP–nucleon cross section is shown 
in Fig. 3. The exclusion upper limit of 4.3 × 10−41 cm2 at 8 GeV/c2

was obtained. The −1σ scintillation efficiency of [22] was used to 
obtain a conservative limit. To evaluate the sensitivity of WIMP–
nucleon cross section, we carried out a statistical test by applying 
the same analysis to 10,000 dummy samples with the same sta-
tistical and systematic errors as data but without modulation by 
the following procedure. At first, the time-averaged energy spec-
trum was obtained from the observed data. Then, we performed a 
toy Monte Carlo simulation to simulate time variation of event rate 

Assuming standard WIMP, expected rate Rexi,j is given as
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Fig. 1. Light yield stability was monitored with a 57Co 122 keV gamma ray source. 
The relative intrinsic scintillation light yield (R yield) was obtained by comparing to 
calibration data with the Monte Carlo simulation by considering optical parameters 
such as absorption and scattering length.

Fig. 2. (Color online.) Observed count rate as a function of time in the 1.1–1.6 keVee
(= 4.8–6.8 keVnr) energy range. The black error bars show the statistical uncer-
tainty of the count rate. Square brackets indicate the 1σ systematic error for each 
time bin. The solid and dashed curves indicate the expected count rates assuming 7 
and 8 GeV/c2 WIMPs respectively with a cross section of 2 × 10−40 cm2 where the 
WIMP search sensitivity closed to DAMA/LIBRA.

length remains stable at 52 cm with a standard deviation of ±0.6%. 
We then re-evaluate the absorption length and the relative intrin-
sic light yield to see the stability of the scintillation light response 
by fixing the scattering length at 52 cm. The absolute absorption 
length varied from about 4 m to 11 m, but the relative intrinsic 
light yield (R yield) stayed within ±0.6% over the entire data taking 
period (see Fig. 1).

The time dependence of the photoelectron yield affects the ef-
ficiency of the cuts. Therefore, we evaluate the absorption length 
dependence of the relative cut efficiencies through Monte Carlo 
simulation. If we normalize the overall efficiency at an absorp-
tion length of 8 m, this efficiency changes from −4% to +2% 
over the relevant absorption range. The position dependence of 
the efficiency was taken into account as a correlated systematic 
error (∼ ±2.5%). This is the dominant systematic uncertainty in 
the present analysis. The second largest contribution comes from a 
gain instability of the waveform digitizers (CAEN V1751) between 
April 2014 and September 2014 due to a different calibration 
method of the digitizers used in that period. This effect contributes 
an uncertainty of 0.3% to the energy scale. Other effects from LED 
calibration, trigger threshold stability, timing calibration were neg-
ligible. The observed count rate after cuts as a function of time in 
the energy region between 1.1 and 1.6 keVee is shown in Fig. 2. 
The systematic errors caused by the relative cut efficiencies are 
also shown.

To retrieve the annual modulation amplitude from the data, the 
least squares method for the time-binned data was used. The data 
set was divided into 40 time-bins (tbins) with roughly 10 days 
of live time each. The data in each time-bin were then further 
divided into energy-bins (Ebins) with a width of 0.5 keVee. Two fit-
ting methods were performed independently. Both of them fit all 
energy- and time-bins simultaneously. Method 1 used a ‘pull term’ 
α with χ2 defined as:

χ2 =
Ebins∑

i

tbins∑

j

(
(Rdata

i, j − Rex
i, j − αKi, j)

2

σ (stat)2
i, j + σ (sys)2

i, j

)

+ α2, (1)

where Rdata
i, j , Rex

i, j , σ (stat)i, j and σ (sys)i, j are data, expected event 
rate, statistical and systematic error, respectively, of the (i-th 
energy- and j-th time-) bin. The time is denoted as the number 
of days from January 1, 2014. Ki, j represents the 1σ correlated 
systematic error on the expected event rate based on the relative 
cut efficiency in that bin. Method 2 used a covariance matrix to 
propagate the effects of the systematic error. Its χ2 was defined 
as:

χ2 =
Nbins∑

k,l

(Rdata
k − Rex

k )(V stat + V sys)
−1
kl (Rdata

l − Rex
l ), (2)

where Nbins(= Ebins × tbins) was the total number of bins and 
Rdata(ex)

k is the event rate where k = i · tbins + j. The matrix V stat
contains the statistical uncertainties of the bins, and V sys is the co-
variance matrix of the systematic uncertainties as derived from the 
relative cut efficiency.

4. Results and discussion

We performed two analyses, one assuming WIMP interactions 
and the other independent of any specific dark matter model. 
Hereafter we call the former case the WIMP analysis and the latter 
a model independent analysis.

In the case of the WIMP analysis, the expected modulation 
amplitudes become a function of the WIMP mass Ai(mχ ) as the 
WIMP mass mχ determines the recoil energy spectrum. The ex-
pected rate in a bin then becomes:

Rex
i, j =

t j+ 1
2 $t j∫

t j− 1
2 $t j

(
Ci + σχn · Ai(mχ ) cos 2π

(t − t0)

T

)
dt, (3)

where σχn is the WIMP–nucleon cross section. To obtain the 
WIMP–nucleon cross section the data was fitted in the energy 
range of 1.1–15 keVee. We assume a standard spherical isother-
mal galactic halo model with the most probable speed of v0 =
220 km/s, the Earth’s velocity relative to the dark matter dis-
tribution of v E = 232 + 15 sin2π(t − t0)/T km/s, and a galactic 
escape velocity of vesc = 650 km/s, a local dark matter density of 
0.3 GeV/cm3, following [13]. In the analysis, the signal efficiencies 
for each WIMP mass are estimated from Monte Carlo simulation 
of uniformly distributed nuclear recoil events in the liquid xenon 
volume. The systematic error of the efficiencies comes from the 
uncertainty of liquid xenon scintillation decay time of 25 ±1 ns [5]
and is estimated as about 5% in this analysis. The expected count 
rate for WIMP masses of 7 and 8 GeV/c2 with a cross section of 
2 × 10−40 cm2 for the spin independent case are shown in Fig. 2
as a function of time after all cuts. This demonstrates the high 
sensitivity of the XMASS detector to modulation. As both meth-
ods found no significant signal, the 90% C.L. upper limit by the 
‘pull term’ method on the WIMP–nucleon cross section is shown 
in Fig. 3. The exclusion upper limit of 4.3 × 10−41 cm2 at 8 GeV/c2

was obtained. The −1σ scintillation efficiency of [22] was used to 
obtain a conservative limit. To evaluate the sensitivity of WIMP–
nucleon cross section, we carried out a statistical test by applying 
the same analysis to 10,000 dummy samples with the same sta-
tistical and systematic errors as data but without modulation by 
the following procedure. At first, the time-averaged energy spec-
trum was obtained from the observed data. Then, we performed a 
toy Monte Carlo simulation to simulate time variation of event rate 

cross section Amplitude WIMP mass
365 days
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Fig. 3. (Color online.) Limits on the spin-independent elastic WIMP–nucleon cross 
section as a function of WIMP mass. The solid line shows the XMASS 90% C.L. ex-
clusion from the annual modulation analysis. The ±1σ and ±2σ bands represent 
the expected 90% exclusion distributions. Limits as well as allowed regions from 
other searches based on counting method are also shown [2,3,23,8–10,5].

of background at each energy bin assuming the same live time as 
data and including systematic uncertainties. The ±1σ and ±2σ
bands in Fig. 3 outline the expected 90% C.L. upper limit band 
for the no-modulation hypothesis using the dummy samples. The 
result excludes the DAMA/LIBRA allowed region as interpreted in 
[8] for the WIMP masses higher than 8 GeV/c2. The difference 
between two fitting methods is less than 10%. The upper limit 
of 5.4 × 10−41 cm2 is obtained under different astrophysical as-
sumptions of vesc = 544 km/s [24]. The best fit parameters in 
a mass range between 6 and 1000 GeV/c2 is a cross section of 
3.2 × 10−42 cm2 for a WIMP mass of 140 GeV/c2. This yields a 
statistical significance of 2.7σ , however, in this case, the expected 
unmodulated event rate exceeds the total observed event rate by a 
factor of 2, therefore these parameters were deemed unphysical.

For the model independent analysis, the expected event rate 
was estimated as:

Rex
i, j =

t j+ 1
2 "t j∫

t j− 1
2 "t j

(
Ci + Ai cos 2π

(t − t0)

T

)
dt, (4)

where the free parameters Ci and Ai were the unmodulated event 
rate and the modulation amplitude, respectively. t0 and T were 
the phase and period of the modulation, and t j and "t j was the 
time-bin’s center and width, respectively. In the fitting procedure, 
the 1.1–7.6 keVee energy range was used and the modulation pe-
riod T was fixed to one year and the phase t0 to 152.5 days 
(∼2nd of June) when the Earth’s velocity relative to the dark mat-
ter distribution is expected to be maximal. Fig. 4 shows the best 
fit amplitudes as a function of energy for ‘pull term’ after correct-
ing the efficiency. The efficiency was evaluated from gamma ray 
Monte Carlo simulation with a flat energy spectrum uniformly dis-
tributed in the sensitive volume (Fig. 4 inset). Both methods are 
in good agreement and find a slight negative amplitude below 
4 keVee. The ±1σ and ±2σ bands in Fig. 4 represent expected 
amplitude coverage derived from same dummy sample above by 
the ‘pull term’ method. This test gave a p-value of 0.014 (2.5σ ) 
for the ‘pull term’ method and of 0.068 (1.8σ ) for the covariance 
matrix method. To be able to test any model of dark matter, we 
evaluated the constraints on the positive and negative amplitude 
separately in Fig. 4. The upper limits on the amplitudes in each 
energy bin were calculated by considering only regions of positive 
or negative amplitude. They were calculated by integrating Gaus-
sian distributions based on the mean and sigma of data (=G(a)) 

Fig. 4. (Color online.) Modulation amplitude as a function of energy for the model 
independent analyses using the ‘pull term’ method (solid circle). Solid lines rep-
resent 90% positive (negative) upper limits on the amplitude. The ±1σ and ±2σ
bands represent the expected amplitude region (see detail in the text). DAMA/LI-
BRA result (square) is also shown [11].

from zero. The positive or negative upper limits are satisfied with 
0.9 for 

∫ aup
0 G(a)da/ 

∫ ∞
0 G(a)da or 

∫ 0
aup

G(a)da/ 
∫ 0
−∞ G(a)da, where a

and aup are the amplitude and its 90% C.L. upper limit, respectively. 
The ‘pull term’ method obtained positive (negative) upper limit of 
2.1(−2.1) × 10−2 events/day/kg/keVee between 1.1 and 1.6 keVee
and the limits become stricter at higher energy. The energy reso-
lution (σ /E) at 1.0 (5.0) keVee is estimated to be 36% (19%) com-
paring gamma ray calibrations and its Monte Carlo simulation. As a 
guideline, we make direct comparisons with other experiments not 
by considering a specific dark matter model but amplitude count 
rate. The modulation amplitude of ∼ 2 × 10−2 events/day/kg/keVee
between 2.0 and 3.5 keVee was obtained by DAMA/LIBRA [11]
and we estimate a 90% C.L. upper limit for XENON100 as 3.7 ×
10−3 events/day/kg/keVee (2.0–5.8 keVee) based on [17] as it was 
not claimed as a signal. XMASS obtained positive upper limits of 
(1.7–3.7) × 10−3 events/day/kg/keVee in same energy region and 
gives the more stringent constraint. This fact is important when 
we test the dark matter model.

5. Conclusions

In conclusion, XMASS with its large exposure and high photo-
electron yield (low energy threshold) conducted an annual mod-
ulation search. For the WIMP analysis, the exclusion upper limit 
of 4.3 × 10−41 cm2 at 8 GeV/c2 was obtained and the result ex-
cludes the DAMA/LIBRA allowed region for WIMP masses higher 
than that. In the case of the model independent case, the analy-
sis was carried out from the energy threshold of 1.1 keVee which 
is lower than DAMA/LIBRA and XENON100. The positive (negative) 
upper limit amplitude of 2.1 (−2.1)×10−2 events/day/kg/keVee be-
tween 1.1 and 1.6 keVee and (1.7–3.7) × 10−3 counts/day/kg/keVee
between 2 and 6 keVee were obtained. As this analysis does not 
consider only nuclear recoils, a simple electron or gamma ray in-
terpretation of the DAMA/LIBRA signal can also obey this limit.
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Fig. 3. (Color online.) Limits on the spin-independent elastic WIMP–nucleon cross 
section as a function of WIMP mass. The solid line shows the XMASS 90% C.L. ex-
clusion from the annual modulation analysis. The ±1σ and ±2σ bands represent 
the expected 90% exclusion distributions. Limits as well as allowed regions from 
other searches based on counting method are also shown [2,3,23,8–10,5].

of background at each energy bin assuming the same live time as 
data and including systematic uncertainties. The ±1σ and ±2σ
bands in Fig. 3 outline the expected 90% C.L. upper limit band 
for the no-modulation hypothesis using the dummy samples. The 
result excludes the DAMA/LIBRA allowed region as interpreted in 
[8] for the WIMP masses higher than 8 GeV/c2. The difference 
between two fitting methods is less than 10%. The upper limit 
of 5.4 × 10−41 cm2 is obtained under different astrophysical as-
sumptions of vesc = 544 km/s [24]. The best fit parameters in 
a mass range between 6 and 1000 GeV/c2 is a cross section of 
3.2 × 10−42 cm2 for a WIMP mass of 140 GeV/c2. This yields a 
statistical significance of 2.7σ , however, in this case, the expected 
unmodulated event rate exceeds the total observed event rate by a 
factor of 2, therefore these parameters were deemed unphysical.

For the model independent analysis, the expected event rate 
was estimated as:

Rex
i, j =

t j+ 1
2 "t j∫

t j− 1
2 "t j

(
Ci + Ai cos 2π

(t − t0)

T

)
dt, (4)

where the free parameters Ci and Ai were the unmodulated event 
rate and the modulation amplitude, respectively. t0 and T were 
the phase and period of the modulation, and t j and "t j was the 
time-bin’s center and width, respectively. In the fitting procedure, 
the 1.1–7.6 keVee energy range was used and the modulation pe-
riod T was fixed to one year and the phase t0 to 152.5 days 
(∼2nd of June) when the Earth’s velocity relative to the dark mat-
ter distribution is expected to be maximal. Fig. 4 shows the best 
fit amplitudes as a function of energy for ‘pull term’ after correct-
ing the efficiency. The efficiency was evaluated from gamma ray 
Monte Carlo simulation with a flat energy spectrum uniformly dis-
tributed in the sensitive volume (Fig. 4 inset). Both methods are 
in good agreement and find a slight negative amplitude below 
4 keVee. The ±1σ and ±2σ bands in Fig. 4 represent expected 
amplitude coverage derived from same dummy sample above by 
the ‘pull term’ method. This test gave a p-value of 0.014 (2.5σ ) 
for the ‘pull term’ method and of 0.068 (1.8σ ) for the covariance 
matrix method. To be able to test any model of dark matter, we 
evaluated the constraints on the positive and negative amplitude 
separately in Fig. 4. The upper limits on the amplitudes in each 
energy bin were calculated by considering only regions of positive 
or negative amplitude. They were calculated by integrating Gaus-
sian distributions based on the mean and sigma of data (=G(a)) 

Fig. 4. (Color online.) Modulation amplitude as a function of energy for the model 
independent analyses using the ‘pull term’ method (solid circle). Solid lines rep-
resent 90% positive (negative) upper limits on the amplitude. The ±1σ and ±2σ
bands represent the expected amplitude region (see detail in the text). DAMA/LI-
BRA result (square) is also shown [11].

from zero. The positive or negative upper limits are satisfied with 
0.9 for 

∫ aup
0 G(a)da/ 

∫ ∞
0 G(a)da or 

∫ 0
aup

G(a)da/ 
∫ 0
−∞ G(a)da, where a

and aup are the amplitude and its 90% C.L. upper limit, respectively. 
The ‘pull term’ method obtained positive (negative) upper limit of 
2.1(−2.1) × 10−2 events/day/kg/keVee between 1.1 and 1.6 keVee
and the limits become stricter at higher energy. The energy reso-
lution (σ /E) at 1.0 (5.0) keVee is estimated to be 36% (19%) com-
paring gamma ray calibrations and its Monte Carlo simulation. As a 
guideline, we make direct comparisons with other experiments not 
by considering a specific dark matter model but amplitude count 
rate. The modulation amplitude of ∼ 2 × 10−2 events/day/kg/keVee
between 2.0 and 3.5 keVee was obtained by DAMA/LIBRA [11]
and we estimate a 90% C.L. upper limit for XENON100 as 3.7 ×
10−3 events/day/kg/keVee (2.0–5.8 keVee) based on [17] as it was 
not claimed as a signal. XMASS obtained positive upper limits of 
(1.7–3.7) × 10−3 events/day/kg/keVee in same energy region and 
gives the more stringent constraint. This fact is important when 
we test the dark matter model.

5. Conclusions

In conclusion, XMASS with its large exposure and high photo-
electron yield (low energy threshold) conducted an annual mod-
ulation search. For the WIMP analysis, the exclusion upper limit 
of 4.3 × 10−41 cm2 at 8 GeV/c2 was obtained and the result ex-
cludes the DAMA/LIBRA allowed region for WIMP masses higher 
than that. In the case of the model independent case, the analy-
sis was carried out from the energy threshold of 1.1 keVee which 
is lower than DAMA/LIBRA and XENON100. The positive (negative) 
upper limit amplitude of 2.1 (−2.1)×10−2 events/day/kg/keVee be-
tween 1.1 and 1.6 keVee and (1.7–3.7) × 10−3 counts/day/kg/keVee
between 2 and 6 keVee were obtained. As this analysis does not 
consider only nuclear recoils, a simple electron or gamma ray in-
terpretation of the DAMA/LIBRA signal can also obey this limit.
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Fig. 3. (Color online.) Limits on the spin-independent elastic WIMP–nucleon cross 
section as a function of WIMP mass. The solid line shows the XMASS 90% C.L. ex-
clusion from the annual modulation analysis. The ±1σ and ±2σ bands represent 
the expected 90% exclusion distributions. Limits as well as allowed regions from 
other searches based on counting method are also shown [2,3,23,8–10,5].

of background at each energy bin assuming the same live time as 
data and including systematic uncertainties. The ±1σ and ±2σ
bands in Fig. 3 outline the expected 90% C.L. upper limit band 
for the no-modulation hypothesis using the dummy samples. The 
result excludes the DAMA/LIBRA allowed region as interpreted in 
[8] for the WIMP masses higher than 8 GeV/c2. The difference 
between two fitting methods is less than 10%. The upper limit 
of 5.4 × 10−41 cm2 is obtained under different astrophysical as-
sumptions of vesc = 544 km/s [24]. The best fit parameters in 
a mass range between 6 and 1000 GeV/c2 is a cross section of 
3.2 × 10−42 cm2 for a WIMP mass of 140 GeV/c2. This yields a 
statistical significance of 2.7σ , however, in this case, the expected 
unmodulated event rate exceeds the total observed event rate by a 
factor of 2, therefore these parameters were deemed unphysical.

For the model independent analysis, the expected event rate 
was estimated as:
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where the free parameters Ci and Ai were the unmodulated event 
rate and the modulation amplitude, respectively. t0 and T were 
the phase and period of the modulation, and t j and "t j was the 
time-bin’s center and width, respectively. In the fitting procedure, 
the 1.1–7.6 keVee energy range was used and the modulation pe-
riod T was fixed to one year and the phase t0 to 152.5 days 
(∼2nd of June) when the Earth’s velocity relative to the dark mat-
ter distribution is expected to be maximal. Fig. 4 shows the best 
fit amplitudes as a function of energy for ‘pull term’ after correct-
ing the efficiency. The efficiency was evaluated from gamma ray 
Monte Carlo simulation with a flat energy spectrum uniformly dis-
tributed in the sensitive volume (Fig. 4 inset). Both methods are 
in good agreement and find a slight negative amplitude below 
4 keVee. The ±1σ and ±2σ bands in Fig. 4 represent expected 
amplitude coverage derived from same dummy sample above by 
the ‘pull term’ method. This test gave a p-value of 0.014 (2.5σ ) 
for the ‘pull term’ method and of 0.068 (1.8σ ) for the covariance 
matrix method. To be able to test any model of dark matter, we 
evaluated the constraints on the positive and negative amplitude 
separately in Fig. 4. The upper limits on the amplitudes in each 
energy bin were calculated by considering only regions of positive 
or negative amplitude. They were calculated by integrating Gaus-
sian distributions based on the mean and sigma of data (=G(a)) 

Fig. 4. (Color online.) Modulation amplitude as a function of energy for the model 
independent analyses using the ‘pull term’ method (solid circle). Solid lines rep-
resent 90% positive (negative) upper limits on the amplitude. The ±1σ and ±2σ
bands represent the expected amplitude region (see detail in the text). DAMA/LI-
BRA result (square) is also shown [11].
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and aup are the amplitude and its 90% C.L. upper limit, respectively. 
The ‘pull term’ method obtained positive (negative) upper limit of 
2.1(−2.1) × 10−2 events/day/kg/keVee between 1.1 and 1.6 keVee
and the limits become stricter at higher energy. The energy reso-
lution (σ /E) at 1.0 (5.0) keVee is estimated to be 36% (19%) com-
paring gamma ray calibrations and its Monte Carlo simulation. As a 
guideline, we make direct comparisons with other experiments not 
by considering a specific dark matter model but amplitude count 
rate. The modulation amplitude of ∼ 2 × 10−2 events/day/kg/keVee
between 2.0 and 3.5 keVee was obtained by DAMA/LIBRA [11]
and we estimate a 90% C.L. upper limit for XENON100 as 3.7 ×
10−3 events/day/kg/keVee (2.0–5.8 keVee) based on [17] as it was 
not claimed as a signal. XMASS obtained positive upper limits of 
(1.7–3.7) × 10−3 events/day/kg/keVee in same energy region and 
gives the more stringent constraint. This fact is important when 
we test the dark matter model.

5. Conclusions

In conclusion, XMASS with its large exposure and high photo-
electron yield (low energy threshold) conducted an annual mod-
ulation search. For the WIMP analysis, the exclusion upper limit 
of 4.3 × 10−41 cm2 at 8 GeV/c2 was obtained and the result ex-
cludes the DAMA/LIBRA allowed region for WIMP masses higher 
than that. In the case of the model independent case, the analy-
sis was carried out from the energy threshold of 1.1 keVee which 
is lower than DAMA/LIBRA and XENON100. The positive (negative) 
upper limit amplitude of 2.1 (−2.1)×10−2 events/day/kg/keVee be-
tween 1.1 and 1.6 keVee and (1.7–3.7) × 10−3 counts/day/kg/keVee
between 2 and 6 keVee were obtained. As this analysis does not 
consider only nuclear recoils, a simple electron or gamma ray in-
terpretation of the DAMA/LIBRA signal can also obey this limit.
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Not assuming any specific DM model

* Ai & Ci : free parameters
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modulation analysis using Run2 (2015 Apr~) is ongoing.

more than ×2 statistics

stable light yield
• can reduce systematic error 
• can set low E threshold 

• 1.1 keVee -> ~0.5 keVee

this analysis
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in operation
XMASS-I

832 kg LXe
fiducial (FV) 
 100 kg
Φ ~ 80cm

XMASS-1.5

XMASS-II

25 ton 
(FV > 10ton)
Φ ~ 2.5 m

• ~6 ton 
(FV > 1~3 ton)

• Φ ~ 1.5 m
• ~ 1800 PMTs

scalability!

(XMASS1+)
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XMASS-I
0.8 ton (FV: 100 kg)
10-2 ~10-4 events/day/keV/kg

XMASS-1.5
• ~6 ton 
(FV > 1~3 ton)

scalability!

XMASS-1+
1ton LXe
(FV: 500 kg)
Φ ~ 80cm

• replace PMT & PMT holders only 
→ don’t change 1.5 schedule 

• introduce new techniques 
• FV :  500kg
• BG rate :  10-5 evt/day/keV/kg 

improve inner detector 

XMASS-II
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XMASS-I

Surface event is the main BG in low E region in XMASS-I 
→ introduce Dome-shaped PMT

R10789 
2 inch R13111

• dome shaped 
photo cathode
• 3 inch

XMASS-1+, 1.5

due to 210Pb  
on/inside Cu holder 
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•  Surface BG is identified by the maximum  p.e. in 3 (or 
4~5) adjoint PMTs  ( = MaxNPE3 )  

BG generated position 
Hit position (photo cathode) 

MaxNPE3
MC for 210Pb on the Cu surface

• MaxNPE3 performance was checked by MC 
• configuration of XMASS-1+ 
• generate 2×106 210Pb’s from the surface of the Cu holder  

• 210Pb on Cu surface in XMASS-I : 0.24 mBq / detector 
• MC stat : ~ 100 years data 



identification by MaxNPE3
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MaxNPE3 / tot. PE
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-410

-310

-210

-110

cut

WIMP
surface BG

sig. acc. = 50%
0.05% BG survived

( @ 2 < Edep < 5keV )

Even in energy near threshold 
(2<E<5 keV),  O(10-4) reduction 
with 50% acceptance loss! 
→ O(10-6) events/day/keV/kg 

sig. acc. = 50% 

MaxNPE3 of 210Pb on Cu surface 

• clear separation in E >10 keV 

57Co

M
ax

N
PE

3/
 to

ta
l P

E



reduction of 210Pb in Cu
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低バックグラウンドアルファカウンタ (XIA Ultra-Lo-1800)

4

Specification

検出効率 >90% of 2pi

エネルギー分解能 <9%FWHM at 4.6MeV

検出エネルギー範囲 1-10MeV

サンプルサイズ 707cm2 (φ30cm disk)、1800cm2

(42cm*42cm)

最大サンプル重量 9kg

最大サンプル厚み 6.3mm

到達可能バックグラ
ウンドレベル

10-4α/cm2/hr (すべてが210Poの表面付着
からくる場合、0.56mBq/m2相当)

signal
veto signal

Anode electrode

sample

+1kV

GND

15cm

veto electrode

• ２０１５年１月に神岡地下クリーンルームに
導入。

• サンプル表面で発生したアルファ線がアル
ゴン気体中でイオン化させてできた電子に
よる電磁誘導を測定。アルゴン気体に高圧
をかけ電子を引き寄せる。

• Veto検出器により側面からのバックグラウン
ドを除去。信号の持続時間によりアルファ線
の縦方向の位置がわかり気体中かサンプ
ル表面かが区別できる。

XIA Ultra-Lo-1800 

We already found clean Cu candidate  
• screening by new α counter  
• 6N copper (Mitsubishi Material) 

• ~1/10 contamination of the 
current Cu holder

→ install several milimeters-thick
 6N-Cu layer

try to reduce 210Pb contamination itself

MC study for 210Pb in Cu bulk 
• Only 210Pb’s at < 3mm depth 
from the detector surface 
contribute to BG dominantly. 

Depth of gen.RI position [cm]
44.4 44.6 44.8 45 45.2 45.4

#e
ve

nt

-110

1

10

210

310

410
Entries  22

Mean   4.918e-05±   44.4 

RMS    3.478e-05± 0.0002307 

Entries  8132

Mean   0.001294±  44.44 

RMS    0.0009151± 0.1167 

Entries  8132

Mean   0.001294±  44.44 

RMS    0.0009151± 0.1167 

Entries  8132

Mean   0.001294±  44.44 

RMS    0.0009151± 0.1167 

Entries  11977

Mean   0.0001888±  44.41 

RMS    0.0001335± 0.02066 

Entries  11977

Mean   0.0001888±  44.41 

RMS    0.0001335± 0.02066 

Entries  11977

Mean   0.0001888±  44.41 

RMS    0.0001335± 0.02066 

210Pb
210Bi

RI position in Cu
(2< E < 20 keV)



PMT screening
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Future XMASS project

Experimental Site
KamLAND

Super-K

XMASS
(Lab-C)

CANDLES

NEWAGE

EGADS

Tokyo 

Kamioka Mine

Kamioka Mine

~1000m underneath

Mt. Ikenoyama.

(2700 m.w.e.)

Japan

Kamioka mine

Lab-C

Ko Abe (ICRR, University of Tokyo)
on behalf of the XMASS Collaboration

XMASS I detector
835kg of liquid xenon, 642 PMTs, 80 cm diameter.
10m x 10m water tank with 70 PMTs (20 inch ) for muon 
veto.
62% inner surface is covered with photocathode area

High light yield (14.7 pe/keV)
Low threshold (0.3keVee)

Sensitive to e/g events as well as nuclear recoil

XMASS project

835 kg, 

100 kg Fiducial volume (FV)
φ80 cm, 642 PMTs
Since 2010 Nov. 

・ Dark matter search

XMASS-II

25ton, 

>10ton FV, 2.5mφ
Multi purpose

DM search : σSI < 10-48 cm2

pp solar n : ~10 cpd

0n2b decay of 136Xe

XMASS-1.5

6 ton,

1~3 ton FV
1.5mf, ~1800 PMTs

DM search :

σSI < 10-46 cm2

pp solar n : ~a few cpd

XMASS-I

Now

Low mass WIMPs search, 
PLB 719 (2013) 78

Solar axion search,
PLB 724 46 (2013)

Bosonic super-WIMPs 
search, PRL 113, 121301 
(2014)

Red: XMASS (90% C.L.)

Black: DAMA LXe 2000 

(90% C.L.)

Inelastic WIMP nucleus 
scattering search, PTEP 
063C01 (2014)

214Pb background MC

(arXiv:1510.00754)

-- Fiducial volume cut
-- Timing cut
-- Band-like pattern cut

Observed data

Search for annual modulation,
PLB 759 272 (2016)

double electron capture on 124Xe ,
PLB 759 64 (2016)

Result from XMASS-I

Expected 
sensitivity

XMASS-1.5 : Total 5ton/fiducial 1-3ton

XMASS-II : Total 25ton/fiducial 10ton

<10-46cm2 & 2x10-47 cm2 @100GeV

~1x10-5/keV/kg/d (~1 x pp solar n)

Sensitive both nuclear recoil and e/g

modulation 

analysis

Nuclear recoil

bosonic super-WIMPs in XMASS-1.5
pseudoscalar: ALP

vector
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New Dome shape PMTs for future XMASS

Largest modification in geometry for new detector is dome-

shaped photocathode PMT R13111. 

Surface events which is one of the largest BG can be identified 

and rejected very effectively by this new PMTs, which have 

high and uniform collection efficiency for whole area.

Performance test was carried out using the first batch of the 

new PMTs.

Reduction of radioactivity in PMT parts was done.

2inch hex shape

current PMT

R10789

3inch dome shape

new PMT

R13111

Surface event vertex

Trajectory of 

scintillation photons

Trajectory of 

photoelectron

photocathode
Flat photocathode

Dome-shaped 

photocathode

Current achieved result, comparison 
with R10798(XMASS-I)

[mBq/PMT] U chain Th chain 40K 60Co

Target 0.15 1.00 0.30

R13111 0.624±0.168 0.478±0.152 <1.24 0.478±0.0567

R10789 1.51±0.243 1.16±0.27 9.10±2.15 2.92±0.161

Contribution from each parts

U chain and Th chain

Some sus parts and 
PMT body have large 
RI, we need further 
screening.
• Cathode
• Disk
• Dynode 1st
• Co free metal 

(Stem and PMT 
body)

U chain

0.15

0.15

40K
Some samples need higher 
sensitive measurements, 
Stem glass
Stem parts
PMT body (Co free metal)

60Co

Co free metal still have 
large 60Co, further 
screening is needed.

40K

• Need to achieve 10-6 dru level BG contribution from 
PMTs.

• Need to reduce RI to 1/10 of XMASS-I PMTs 
(R10789)
• U/Th~0.15mBq/PMT
• 40K ~1mBq/PMT
• 60Co ~0.3mBq/PMT

• Screening by Ge detector ,GDMS and ICPMS is still ongoing, so 
far we achieved
• ~1/3 of U/Th target
• <1/8 of 40K
• ~1/6 of 60Co
• Mainly by modification of stem glass and PMT body (Kovar

to Co free metal).

Next step
<10-5dru BG level 
is needed

Surface BG reduction
+ Generate surface 210Pb.
+ Check MaxNPE3 parameter,  sum of 

NPEs of 3~5PMTs which surround  
light emitted position divided by total 
observed NPEs.

Surface event can be reduced by 
factor 104 order.
Even with XMASS-I surface 
contamination level this correspond 
to 1x10-6 dru (2~5keVee region)

Performance of Dome PMT

Sensitivity check of dome PMT side part.

Black:  Side upper
Green: Side middle
Red:    Side lower

Side upper
Side middle
Side lower

14.5mm
9.5mm
4.5mm

Dome 
topSide part sensitivity normalized by 

sensitivity at dome top.
Measured with 10~15PE level laser light.
High sensitivity >80% for whole side part is 
achieved.

Solid line: 1st measurement
Dotted line: 2nd measurement.

Screening of dome PMT R13111

To be reported by Hiraide, 5 Aug 2016, 11:50 at chicago9

Introduction

60Co0.30

1.0

[mBq/PMT]

• PMT Al seal is replaced to pure Al 
• RI screening for other PMT parts is also ongoing

←current achievement
 of RI reduction 

  U-chain    Th-chain        40K          60Co

new PMT current PMT(R10789)

~1/3 ~1/3

~1/8

~1/6

• so far 1/3~1/8 reduction 
was achieved. 
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• using Ge, GDMS, ICPMS …

• Goal:  ~1/10 reduction
 compared to the current PMT



background rate
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XMASS-I

XMASS-1+, 1.5

target BG rate:  
10-5 events/day/keV/kg

(= rate of pp solar ν events)

Original(figure( taken(from
D.(C.(Mailing,(Ph.D (2014)(Fig(1.5

* pp solar ν is one of the physics targets in XMASS1.5. 
We will be able to detect a few counts/day
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sensitivity
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modulation*analysis

Nuclear(recoil

XMASS 1.5
• WIMP  

•  σSI : 1~3 x 10-47 cm2 @ 50GeV 

[ FV 3ton, 3~5 years,  
(1~0.6) x 10-5 evt/keV/day/kg] 

• high sensitivity for e/γ detection 

XMASS-1.5

XMASS-1+

XMASS-1.5



Summary
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DM search in XMASS 
• a single-phase liquid Xenon detector 

• Scalability  
• WIMP search with large target volume 

• 835 kg (current) -> 6 ton (future XMASS1.5) 
• Sensitive to e/γ as well as nuclear recoil 

• explore non-WIMP DM candidates 
• Annual modulation search  

• recently published in Phys. Lett. B (2016) 272 
• Almost exclude DAMA/LIBRA allowed region 

• Future plan : XMASS1.5  
• Full volume: 5 ton, Fiducial volume: ~3 ton 
• install new Dome PMT  

• BG rate: ~10-5 dru  
• sensitivity: σ ~ (1-3)x10-47 cm2 @ 50GeV WIMP 
• demonstrated in XMASS1+


