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#### Abstract

A new active target system named MAIKo has been developed for the missing-mass spectroscopies of unstable nuclei. The MAIKo active target is based on a time projection chamber where the detection gas plays also as the target gas. This technique enables us to detect low-energy recoil particles emitted at forward center-of-mass angles. As the first physics experiment with MAIKo, the elastic and inelastic alpha scatterings on ${ }^{10} \mathrm{C}$ were measured using a $68-\mathrm{MeV} / \mathrm{u}$ radioactive ${ }^{10} \mathrm{C}$ beam at Research Center for Nuclear Physics, Osaka University. As designed, we have succeeded to reduce the detection threshold for the recoil alpha particles down to 500 keV with MAIKo. The phenomenological $\alpha-N$ effective interaction and the point-nucleon density distribution in the ground state were determined from the differential cross sections of the elastic alpha scattering. The distorted-wave Bornapproximation calculation was carried out by using the interaction and density distribution to analyze the inelastic alpha scattering. The calculated cross sections were compared with the measured cross sections, and the neutron transition matrix element $M_{n}$ from the ground state to the $2_{1}^{+}$state at the excitation energy of 3.35 MeV in ${ }^{10} \mathrm{C}$ was determined to be $M_{n}=$ $6.9 \pm 0.7$ (fit) $\pm 1.2$ (sys) $\mathrm{fm}^{2}$. The obtained $M_{n}$ value in ${ }^{10} \mathrm{C}$ is close to the proton transition matrix element $M_{p}$ in the mirror nucleus ${ }^{10} \mathrm{Be}$, demonstrating that the isospin symmetry in the $A=10$ system is conserved. Combining the present result with the previously measured proton transition matrix element in ${ }^{10} \mathrm{C}$ of $M_{p}=6.63 \pm 0.11 \mathrm{fm}^{2}$, the ratio of the neutron matrix element to the proton matrix element in ${ }^{10} \mathrm{C}$ was deduced as $M_{n} / M_{p}=1.05 \pm$ 0.11 (fit) $\pm 0.17$ (sys). This ratio close to unity suggests that the quadrupole transition in ${ }^{10} \mathrm{C}$ is less neutron dominant compared to ${ }^{16} \mathrm{C}$, and the $Z=6$ shell closure which was recently proposed in the neutron-rich carbon isotopes like ${ }^{16} \mathrm{C}$ is less evident in proton-rich ${ }^{10} \mathrm{C}$. The first physics experiment with MAIKo was successfully accomplished, demonstrating that MAIKo has opened the missing-mass spectroscopy of unstable nuclei at low-momentum transfer region.
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## | 1 INTRODUCTION

### 1.1 Inelastic scattering and its challenge in RI beam experiments

Inelastic scatterings with light ions such as protons or alpha particles are excellent probes to obtain the information on the structures of atomic nuclei. High-resolution spectroscopy with the inelastic scattering unveils nuclear level structures and the cross section provides transition matrix elements between the ground and excited states. The energy levels and the transition matrix elements are the experimental observables which can be directly compared with the theoretical calculations. In inelastic scatterings, measurements at forward scattering angles in the center-of-mass (c.m.) frame with low-momentum transfer are especially important because the differential cross section becomes larger and the reaction mechanism is simple.

With the recent technical developments of the new facilities to provide rare isotope (RI) beams [1-5], it is now possible to measure the inelastic scatterings off short-lived unstable nuclei and to explore the structures of exotic nuclei far from the $\beta$-stability line. Studies on the unstable nuclei allow us to test whether the present knowledge of the nuclear structures established on stable nuclei are valid even in the exotic nuclei with large asymmetry in their proton and neutron numbers.

Since we cannot prepare a target of a short-lived unstable nucleus, scattering spectroscopy of unstable nuclei must be performed in the inverse kinematic condition where an RI beam is incident on a target. There are two methods to determine the excitation energy of the beam particle as presented in Fig. 1.1. One method is the invariant-mass spectroscopy in which an excitation energy is deduced from an invariant mass reconstructed by detecting all decay particles emitted from a beam particle such as light-ions, gamma rays, and neutrons. This method enables us to use a thick liquid or solid target which ensures the highest yield. The invariant-mass spectroscopy has been widely applied in many earlier RI beam experiments using relatively high-energy ( $>50 \mathrm{MeV} / \mathrm{u}$ ) beams. However, this method is very difficult both in elastic and inelastic scatterings exciting high-lying states. In case of the elastic scattering, a scattered beam particle does not change its angle and energy a lot, and thus it is difficult to distinguish it from the unreacted beam particles. In the inelastic scattering exciting high-lying states, the efficiency for detecting all of the fragments becomes small because multiplicity of the decay fragments including neutral particles becomes high.

The other method is the missing-mass spectroscopy in which an excitation energy is determined by measuring the energy and angle of a recoil particle. Compared to the invariant-mass
spectroscopy, the missing-mass spectroscopy is effective for the elastic scattering because the recoil particles are emitted around $90^{\circ}$ in the laboratory frame, which makes it easier to separate them from the beam particles. The missing-mass spectroscopy can be also applied to the inelastic scattering exciting high-lying states because the detection efficiency for recoil particles does not depend on the excitation energy.

## decay particles



Figure 1.1: Invariant-mass spectroscopy and missing-mass spectroscopy in an RI-beam experiment.

From the kinematics, the energy of the recoil particles become very small at forward angles in c.m. frame, especially in alpha inelastic scattering. Typically, detection of lowenergy recoil particles below 1 MeV is required. However, it is almost impossible to detect such low-energy alpha particles with a thin target and an external detector because these particles stop in the target and cannot be detected by the detector. If one uses an extremely thin target, it will reduce the luminosity. So far, there are two methods to detect low-energy recoil particles without losing the luminosity: the cooler ring method and the active target method. In the following sections, we review the two methods.

### 1.2 Cooler ring method

One method to detect low-energy recoil particles is the cooler ring method which is realized at GSI as the project called "exotic nuclei studied in light ion induced reactions (EXL)" [6]. Figure 1.2 shows a schematic of the detector setup in the EXL experiment [7]. In this method, the RI beams are stored in a cooler ring [8] and an internal gas-jet target
of helium or hydrogen [9] is installed inside the ring. The recoil particles are detected by a dedicated telescope array which consists of double-sided silicon strip detectors (DSSD) and lithium-doped silicon $[\mathrm{Si}(\mathrm{Li})]$ detectors [10]. This system can be operated under the ultra-high vacuum condition for the cooler ring. The low-energy recoil particles are detected because the mass thickness of the gas-jet target is extremely low ( $\sim 10 \mathrm{pg} / \mathrm{cm}^{2}$ ). At the same time, high luminosity of $10^{26} \mathrm{~cm}^{-2} \mathrm{~s}^{-1}$ is achieved [7] because the unreacted beam particles are impinged repeatedly onto the target. In addition, by using an electron cooler system [11], the emittance and momentum spread of the RI beams can be lowered as small as $0.1 \pi$ $\mathrm{mm} \cdot \mathrm{mrad}$ and $\delta p / p \sim 10^{-5}$, which contributes to increase the luminosity due to the large overlap between the beam particles and the gas-jet target.


Figure 1.2: Schematic detector setup of the EXL experiment. The figure is taken from Fig. 2 in Ref. [7].

Recently, the EXL project performed measurements of the proton elastic scattering on unstable ${ }^{56} \mathrm{Ni}$ [12] and the alpha elastic and inelastic scatterings on ${ }^{58} \mathrm{Ni}[13,14]$. [14]. The experiments successfully lowered the detection threshold for the recoil alpha particles down to 0.5 MeV . Although the EXL project is promising to carry out the missing-mass spectroscopy in a low-momentum transfer region by detecting low-energy recoil particles, it is only applicable to nuclei whose life times are longer than a minute because it takes about one minute to store and cool the RI beams in the cooler ring [15].

### 1.3 Active target method

The use of a time projection chamber (TPC) as an active target is another solution to detect the low-energy recoil particles. The TPC is a gaseous radiation detector with three-

Table 1.1: Comparison of major active target systems.

| Name | Lab. | $\mathrm{e}^{-}$ampl. | Volume $\left(\mathrm{mm}^{3}\right)$ | Pitch | Ch. |
| :--- | :--- | :--- | :--- | :--- | :--- |
| IKAR (1971) [16] | GSI | N.A. | $600 \times 200^{2} \pi$ | N.A. | 18 |
| MSTPC (2006) [19] | CNS | Wire | $700 \times 150 \times 200$ | 11 mm | 128 |
| MAYA (2007)[20] | GANIL | Wire | $300 \times 280 \times 280$ | 8.86 mm | 1,024 |
| pAT-TPC (2012) [21] | NSCL | $\mu$-megas | $500 \times 125^{2} \pi$ | 2 mm | 256 |
| CAT (2015) [22] | CNS | GEM | $100 \times 100 \times 250$ | 4.04 mm | 400 |
| AT-TPC (2017) [23] | NSCL | $\mu$-megas | $1000 \times 250^{2} \pi$ | 3.33 mm | 10,240 |
| ACTAR (2018) [25] | GANIL | $\mu$-megas | $300 \times 300 \times 260$ | 2 mm | 16,384 |
| TexAT (2020)[40] | Texas A\&M | $\mu$-megas | $220 \times 240 \times 140$ | 1.67 mm | 1,024 |
| MAIKo (2018) [41] | RCNP | $\mu$-PIC | $100 \times 100 \times 140$ | 0.4 mm | 512 |

dimensional reconstruction capability for charged particle trajectories. The essential feature of the active target is that the detector gas of the TPC plays a role of a target gas. Typically, helium, hydrogen, deuterium or hydrocarbon gas is used. Since the reaction occurs inside the sensitive volume of the TPC, detection of low-energy recoil particles is possible over the large solid angle. Moreover, the luminosity of the measurement can be increased by extending the length of the TPC along the beam axis, keeping the detection threshold for the recoil particles low. While the cooler ring method can be applied only to relatively long-lived nuclei with $\tau_{1 / 2} \geq 1$ minute, the active target method can be applied even to short-lived nuclei because the RI beams are bombarded onto the active target immediately after the production. The reconstructed trajectory of a recoil particle is used to determine the recoil angle and recoil energy to obtain the excitation energy of the beam particle.

The first active target named IKAR was developed in 1970s in Leningrad Nuclear Physics Institute, Gatchina, USSR [16]. The IKAR active target was a dedicated detector system to be operated with the high-pressure hydrogen gas at 10 bar. The system was used for proton elastic scattering measurements on neutron-rich isotopes to deduce nucleon distributions [17].

After IKAR, many active target systems were developed around the world [18-26], and measurements using these active targets have been reported [27-36]. Owing to the recent developments of micro-pattern gaseous detectors (MPGD) and readout electronics such as general electronics for time projection chamber (GET) [37], some of the active target systems have large sensitive volumes and many readout channels over 10,000 , which contributes to high statistics and high spacial resolutions. Major active targets are listed with the electronamplification method, sensitive volume of the detector, granularity of the readout (readout pitch), and number of readout channels in Table 1.1. Comprehensive reviews on the recent developments of the active targets are reported in Refs. [38, 39].

### 1.4 MAIKo active target

### 1.4.1 Overview

Recently, we developed a new active target system named MAIKo (mu-PIC based active target for inverse kinematicso) [41] at Research Center for Nuclear Physics (RCNP), Osaka University to realize the detection of the low-energy recoil particles for the missing-mass spectroscopy. In MAIKo, the micro-pixel chamber ( $\mu$-PIC) [42] was introduced for the amplification and readout of the electrons with the help of the cosmic ray group in Kyoto University. A schematic view of MAIKo is shown in Fig. 1.3. Compared to the other active targets, the sensitive volume of MAIKo is small, but the readout pitch is the finest $(0.4 \mathrm{~mm})$.


Figure 1.3: Schematic view of MAIKo.

The detailed design of MAIKo is described in Chap. 2. In the development, the following several points were especially taken care.

- Fine readout pitch realized by the $\mu$-PIC

By introducing the $\mu$-PIC as the readout structure, MAIKo has the finest readout pitch among the existing active target systems. The fine readout pitch enables the identification of the short trajectory in the TPC, thus the low detection threshold for
the energy of the recoil particles. By introducing the strip readout system in MAIKo, the number of the readout channels is small, which made the cost of the development relatively small.

- Purity of the target gas

As the first experiment using MAIKo, we planed the measurement of the inelastic scattering with alpha particles. Therefore, MAIKo should be operated mainly with He gas. To make the operation of the TPC stable, quenching gas is usually added to the He gas. However, this quench gas might be a background source to the alpha inelastic scattering, thus the fraction of the quenching gas should be as low as possible. After the first beam test with MAIKo, we introduced a gas electron multiplier (GEM) to make the operation more stable even with the smaller fraction of the quench gas.

- Installation of silicon detectors

Silicon (Si) detectors were used as ancillary calorimetric detectors for high-energy recoil particles, which don't stop in the sensitive volume of MAIKo. The Si detectors should be placed as close to the TPC as possible to reduce the insensitive region. However, eventual discharges between the Si detectors and the TPC took place which damaged the Si detectors and the readout circuits. The discharge occurred especially when the TPC was irradiated with high-rate beam particles. We developed a dedicated structure to protect the Si detectors from the discharge.

- Track reconstruction algorithm

The MAIKo TPC provides the trajectories of the charged particles as two sets of two-dimensional images from which the recoil alpha particles must be identified. We developed a track reconstruction algorithm based on the Hough transformation.

- Reliability of the active target method

Compared to the cooler ring method, the detection and analysis of the scattering events with the TPC is complicated. These might cause considerable ambiguity in measuring cross sections. We verified the reliability of the MAIKo active target by comparing the cross sections of the ${ }^{12} \mathrm{C}+\alpha$ elastic scattering with those obtained in the previous experiment.

During the development, several test experiments were performed at RCNP using alpha sources, ${ }^{4} \mathrm{He}$ beam at 56 MeV , and ${ }^{13} \mathrm{C}$ beam at $60 \mathrm{MeV} / \mathrm{u}$. The developments and results of the test experiments have been reported in Refs. [41, 43-49].

### 1.4.2 Examples of application of MAIKo

MAIKo was designed as a versatile detector system to perform various missing-mass spectroscopies using RI beams at several tens MeV/u at RCNP and RIKEN. In the following, some of the planed applications are presented.

### 1.4.2.1 Shell structures in unstable nuclei

The magic numbers in nuclei were theoretically established by M. G. Mayer and J. H. Jensen more than 50 years ago [50,51], which resulted in the Novel Prize in Physics to them in 1963. The nuclear shell model is quite useful to describe various observables such as energy, spin-parity, magnetic dipole and electric quadrupole moments, transition matrix elements, etc. In principle, we must solve the $A$-body Schrödinger equation in a vast configuration space to calculate these observables. However, the number of the configurations in the calculation explosively increases with mass numbers. The nuclear shell model with a concept of the magic numbers remarkably reduces the number of the configurations by truncating the configuration space for the closed shells.

The nuclear shell structure is still of great interest because it has been reported that the shell structures change in unstable nuclei with unbalanced proton and neutron numbers and the conventional magic numbers $(2,8,20,28,50,82$, and 126) sometimes are not valid in such nuclei. It was found that the magic numbers at $N=8,20$, and 28 are less distinct in the neutron-rich regions [52-59]. On the other hand, the emergence of the new magic numbers at $N=16$ in ${ }^{24} \mathrm{O}$ [60], $N=32$ from Ar to Cr isotopes [61-66], and $N=34$ in ${ }^{54} \mathrm{Ca}$ [67-69] were reported. Such appearance and disappearance of magic numbers are of great importance to calculate the properties in unstable nuclei.

There exist many physical observables to pin-down the magic numbers in nuclei: binding energy, nucleon separation energy, energy of the first excited state, and number of isotopes or isotones. As we will discuss in Sec. 1.6, the quadrupole transition strength is also a useful observable. It can be deduced by measuring the inelastic scattering of unstable nuclei with protons or alpha particles with the MAIKo active target.

### 1.4.2.2 Search for alpha molecular structures

One application is a search for alpha molecular structures in unstable nuclei. The ground states in self-conjugate $A=4 n$ nuclei can be reasonably described with the shell-model picture and have compact structures as illustrated in the left side of Fig. 1.4. On the other hand, well-developed alpha cluster structures are expected to emerge at excitation energies close to their alpha-decay threshold energies. This speculation is based on the well-known "threshold rule" by Ikeda et al [70]. One of the most famous alpha cluster states is the $0_{2}^{+}$ state at $E_{x}=7.65 \mathrm{MeV}$ in ${ }^{12} \mathrm{C}$. This state is known as the Hoyle state which located at only 0.38 MeV above the $3 \alpha$ decay threshold in ${ }^{12} \mathrm{C}$. The Hoyle state has a well-developed $3 \alpha$ cluster structure as illustrated in the middle of Fig. 1.4 and plays a crucial role for the carbon synthesis in the universe [71].

Recently, several theoretical calculations predict that there exists a new type of cluster structures called "molecular structures" when excess nucleons are added to the stable self conjugate $A=4 n$ system. For example, in ${ }^{10} \mathrm{Be}$ where two neutrons are added to ${ }^{8} \mathrm{Be}(=2 \alpha)$ core, a unique $\alpha-2 n-\alpha$ structure is predicted by the antisymmetrized molecular dynamics (AMD) model [72, 73] as illustrated in the right side of Fig. 1.4. The excess neutrons play
a role of covalent particles in the molecular orbitals formed by two alpha cores just like two electrons shared by two hydrogen atoms to form a hydrogen molecule.

It is pointed out that the well-developed alpha cluster states are strongly excited by isoscalar monopole transitions [74, 75]. The strength of the isoscalar transition from the ground $\left(0_{1}^{+}\right)$state to a excited $\left(0_{\nu}^{+}\right)$state is defined as

$$
\begin{equation*}
B(I S) \equiv\left\langle 0_{\nu}^{+}\left\|\sum_{A} r^{2}\right\| 0_{1}^{+}\right\rangle \tag{1.1}
\end{equation*}
$$

where the summation takes over all of the nucleons. To search for the alpha molecular structures in the Be isotopes, a new measurement of the monopole transition strengths is desired. The alpha inelastic scattering is a useful prove to measure the monopole transition strengths because of its selectivity to isoscalar natural-parity transitions in which the transferred spin and isospin are zero. Since the differential cross section of the monopole transition becomes maximum at $\theta_{\text {c.m. }} \sim 0^{\circ}$, the measurement should be performed at the forward angles. It requires the detection of low-energy recoil alpha particles from the kinematics. Therefore, the MAIKo active target is indispensable for this measurement.


Figure 1.4: Structure of the ground state in ${ }^{12} \mathrm{C}$ (left), Hoyle state in ${ }^{12} \mathrm{C}$ (middle), and molecular state in ${ }^{10} \mathrm{Be}$ (right).

### 1.4.3 The First experiment with MAIKo

In the present thesis, we report the results of the first physics experiment by using the MAIKo active target [76]. We aimed to perform the missing-mass spectroscopy of the $\alpha+{ }^{10} \mathrm{C}$ scattering to investigate the recently proposed new magicity at $Z=6$. The quadrupole transition strength from the ground state to the $2_{1}^{+}$state in ${ }^{10} \mathrm{C}$ was measured. The physics motivation of the present work is described in the next section.

### 1.5 Physics case in the present work: magicity at

$Z=6$

Recently, a new magicity at $Z=6$ was proposed in neutron-rich carbon isotopes [77]. The proton radii in ${ }^{14} \mathrm{Be},{ }^{12-17} \mathrm{~B}$, and ${ }^{12-19} \mathrm{C}$ were systematically estimated by measuring the
charge-changing cross sections on a carbon target. The obtained proton radii of nuclei around $Z=6$ are shown in Fig. 1.5(a). Note that the proton radii in the figure were normalized by the following empirical formula for the proton radii $[78,79]$ :

$$
\begin{equation*}
R_{p}^{\mathrm{cal}}=\sqrt{3 / 5}\left(1.15+1.80 A^{-2 / 3}-1.20 A^{-4 / 3}\right) A^{1 / 3} \mathrm{fm} \tag{1.2}
\end{equation*}
$$

in order to eliminate the smooth mass-number dependence. The authors found that the proton radii show a clear kink at $Z=6$ which is similar to those observed at $Z=20,28,50$, and 82 [80]. This indicates a possible major structural change, for example, emergence of a shell closure at $Z=6$.

The authors also examined the reduced electric quadrupole transition rate $B\left(E 2 ; 0_{1}^{+} \rightarrow\right.$ $\left.2_{1}^{+}\right)$in neutron-rich carbon isotopes. The $B\left(E 2 ; 0_{1}^{+} \rightarrow 2_{1}^{+}\right)$value represents the contribution of protons to the quadrupole excitation from the ground state to the $2_{1}^{+}$state and should be small in proton-closed shell nuclei. Figure $1.5(\mathrm{~b})$ shows the systematics of the $B\left(E 2 ; 0_{1}^{+} \rightarrow\right.$ $\left.2_{1}^{+}\right)$values in the various isotonic chains as a function of proton number. It should be noted that the $B\left(E 2 ; 0_{1}^{+} \rightarrow 2_{1}^{+}\right)$values become minimum at $Z=6$ in the $N=8,10,12$, and 14 isotones. This fact suggests the magicity at $Z=6$ in the neutron-rich nuclei.

To further examine the subshell closure at $Z=6$, the authors investigated the second derivative of binding energies defined as [81]

$$
\begin{equation*}
\Delta_{p}(N, Z) \equiv(-1)^{Z}\left[S_{p}(N, Z)-S_{p}(N, Z+1)\right] / 2 \tag{1.3}
\end{equation*}
$$

where $S_{p}(N, Z)$ represents the one-proton separation energy. $2 \Delta_{p}(N, Z)$ gives the proton single-particle energy-level spacing or shell gap between the last occupied ( $e_{p}$ ) and first occupied proton orbitals $\left(e_{p+1}\right)$. To eliminate the effect of proton-proton ( $p-p$ ) paring, they subtracted out the $p-p$ paring energies using the empirical formula: $\Delta_{p-p}=12 A^{-1 / 2} \mathrm{MeV}$. Figures 1.5 (c) and (d) show the systematics of $e_{p}-e_{p+1} \equiv 2 \Delta_{p}(N, Z)-2 \Delta_{p-p}$ for even- $Z$ nuclei. The cups at $Z=N$ for all of the isotonic chains are due to the Wigner effect [82]. Apart from the $Z=N$ nuclei, sizable enhances were observed at $Z=6$ in $N=7-14$ as well as at $Z=8$ in $N=8-10$ and $N=12-16$, which is also a signature of the magicity at $Z=6$.

Combining the three results, the authors claimed the shell closure at $Z=6$ in the neutron-rich ${ }^{13-20} \mathrm{C}$ isotopes. Actually, the idea of the possible magic number at six was already pointed out by Mayer. In her Novel lecture in 1963 [83], she mentioned: "There are two different series of numbers, $2,8,20,40 \ldots$, of which 40 is no longer noticeable, and another, $6,14,28,50,82,126$ of which the first two at 6 and 14 are hardly noticeable. The second series is due to spin-orbit coupling." Although Mayer pointed out that the magic number six is hardly noticeable, the results in Ref. [77] shows that the effect of the magicity might be a reality, at least in the neutron-rich region.

It is a natural question whether the magicity at $Z=6$ reported in the neutron-rich isotopes persists even in the proton-rich side. Thus, experimental information on the protonrich carbon isotopes, for example ${ }^{10} \mathrm{C}$, is of importance. To test the $Z=6$ magicity in ${ }^{10} \mathrm{C}$, we investigate its quadrupole transition matrix elements from the ground state to the $2_{1}^{+}$
state. In the next section, we discuss the relation between the magicity and the quadrupole transition matrix element.


Figure 1.5: Proton-number dependencies of nuclear observables with different isotones with the neutron number $N$. (a): Proton radii deduced from the charge-changing cross section which are normalized with the value in Eq. (1.2). (b): The reduced electric quadrupole transition rate from the ground states to the $2_{1}^{+}$states. (c) and (d): Second derivatives of binding energies subtracted by the $p-p$ paring energies. The positions at $Z=6,8,20$ (only in (c)) are indicated by the black dashed and dotted lines, respectively. The figures are taken from Fig. 3 in Ref. [77].

### 1.6 Quadrupole transition matrix element

The quadrupole transitions between nuclear states provide valuable information on nuclear structures. Their strengths play key benchmarks in testing theoretical models because they give the overlaps of the wave functions between the ground state and the excited states. In even-even nuclei, the neutron (proton) transition matrix element from the ground $\left(0_{1}^{+}\right)$state to the $2_{1}^{+}$state defined as

$$
\begin{equation*}
M_{n(p)} \equiv\left\langle 2_{1}^{+}\left\|\sum_{n(p)} r^{2} Y_{2}\right\| 0_{1}^{+}\right\rangle, \tag{1.4}
\end{equation*}
$$

is one of useful observables to investigate nuclear shell structures [84-86].
If one considers proton as a point particle, $M_{p}$ can be related to the reduced electric quadrupole transition rate $B\left(E 2 ; 0_{1}^{+} \rightarrow 2_{1}^{+}\right)$by the following formula:

$$
\begin{equation*}
B\left(E 2 ; 0_{1}^{+} \rightarrow 2_{1}^{+}\right)=e^{2}\left|M_{p}\right|^{2} . \tag{1.5}
\end{equation*}
$$

The relationship between excitation $\left(0_{1}^{+} \rightarrow 2_{1}^{+}\right)$and deexcitation $\left(2_{1}^{+} \rightarrow 0_{1}^{+}\right)$reduced transition rates are given by an equation

$$
\begin{equation*}
B\left(E 2 ; 0_{1}^{+} \rightarrow 2_{1}^{+}\right)=\frac{2 J^{\prime}+1}{2 J+1} B\left(E 2 ; 2_{1}^{+} \rightarrow 0_{1}^{+}\right)=5 B\left(E 2 ; 2_{1}^{+} \rightarrow 0_{1}^{+}\right), \tag{1.6}
\end{equation*}
$$

where $J$ and $J^{\prime}$ are the spins of the $0_{1}^{+}$and $2_{1}^{+}$states.
In a naive liquid-drop model, the ratio of the neutron and proton matrix elements is given as [85]

$$
\begin{equation*}
\frac{M_{n}}{M_{p}}=\frac{N \delta_{n}}{Z \delta_{p}} . \tag{1.7}
\end{equation*}
$$

Here, $N$ and $Z$ are neutron and proton numbers, respectively. $\delta_{n(p)}$ is the nuclear deformation length of neutron (proton) and it is related to the deformation parameter $\beta_{n(p)}$ as

$$
\begin{equation*}
\delta_{n(p)}=\frac{3}{2} \sqrt{\frac{5}{4 \pi}} \beta_{n(p)} . \tag{1.8}
\end{equation*}
$$

Assuming that the density distributions of proton and neutron in a nucleus are similar ( $\delta_{n}=\delta_{p}=\delta$ ), the ratio simply yields

$$
\begin{equation*}
M_{n} / M_{p}=N / Z . \tag{1.9}
\end{equation*}
$$

In the nuclear shell model, the quadrupole transitions from the $0_{1}^{+}$state to the $2_{1}^{+}$state are described as rearrangements of particle-hole configurations in the valence shells. When the neutron (proton) shell is closed, the transition of the neutrons (protons) is suppressed remarkably because the intra-shell excitation in the closed shell is hard to occur energetically. As a consequence, the $M_{n} / M_{p}$ ratio becomes significantly smaller (larger) than the expectation of Eq. (1.7). After the construction of the RI beam facilities, numerous efforts
have been devoted to deduce transition matrix elements in unstable nuclei and clarify shell structures [87-112].

The proton transition matrix element $M_{p}$ can be determined directly by using the electromagnetic probes such as electron inelastic scattering or gamma decay measurement from the excited states to the ground states. However, there exists no direct way to determine $M_{n}$ because no probe is sensitive to the neutrons only. One method to obtain $M_{n}$ in a nucleus is to adopt $M_{p}$ of its mirror nucleus relying on the charge symmetry. The other method is to measure the cross section of the inelastic scattering to the $2_{1}^{+}$state using a hadronic probe such as proton or alpha particle. Since the cross section of the inelastic scattering is sensitive to both $M_{n}$ and $M_{p}$, the $M_{n}$ value can be estimated from a combined analysis of the measurements using the electromagnetic probe and hadronic probe.

### 1.7 Previous experiments on ${ }^{10} \mathrm{C}$

The $2_{1}^{+}$state in ${ }^{10} \mathrm{C}$ locates at $E_{x}=3.35 \mathrm{MeV}[113]$. The $B\left(E 2 ; 0_{1}^{+} \rightarrow 2_{1}^{+}\right)$value in ${ }^{10} \mathrm{C}$ had been known to be $9.6 \pm 1.6$ Weisskopf units (W.u.) [114]. This value is not small compared to those in the neutron-rich carbon isotopes, for example, $1.7 \mathrm{~W} . u$. in ${ }^{16} \mathrm{C}[100]$ and $1.5 \mathrm{~W} . u$. in ${ }^{18} \mathrm{C}$ [101]. In order to investigate whether $Z=6$ shell closure persists in the proton-rich carbon isotopes, the $M_{n} / M_{p}$ ratio in ${ }^{10} \mathrm{C}$ should be determined first If the shell closure in ${ }^{10} \mathrm{C}$ is distinct, the ratio will be larger than the expectation of Eq. (1.7) or (1.9). In ${ }^{16} \mathrm{C}$, the $M_{n} / M_{p}$ ratio of 3, which is much larger than $N / Z=1.7$, was reported [92, 97, 101].

To deduce the $M_{n}$ value in ${ }^{10} \mathrm{C}$, the differential cross sections of the $p+{ }^{10} \mathrm{C}$ elastic and inelastic scattering exciting the $2_{1}^{+}$state at $E_{x}=3.35 \mathrm{MeV}$ were measured using a ${ }^{10} \mathrm{C}$ beam at $45 \mathrm{MeV} / \mathrm{u}$ impinged on a polypropylene $\left(\mathrm{CH}_{2} \mathrm{CHCH}_{3}\right)_{\mathrm{n}}$ target [94]. The cross section of the inelastic scattering was measured at $20^{\circ}<\theta_{\text {c.m. }}<50^{\circ}$ as shown by the solid circles in Fig. 1.6.

In this experiment, the missing-mass spectroscopy was performed by detecting the recoil protons with a semiconductor detector system named MUST [115]. In case of the proton inelastic scattering, the differential cross section becomes maximum around $\theta_{\text {c.m. }} \sim 35^{\circ}$. The recoil energy of the proton emitted to this angle is approximately 13 MeV , and they are easily detected because they can escape from the target material and reach the MUST detector.

The authors performed a distorted-wave Born approximation (DWBA) calculation using the Jeukenne-Lejeune-Mahaux (JLM) potential which is based on infinite nuclear matter calculation [116]. By comparing the measured cross section with the DWBA calculation (solid line in Fig. 1.6), the authors in Ref. [94] determined the $M_{n} / M_{p}$ ratio to be $0.70 \pm 0.08$. This small value suggests that the shell closure effect at $Z=6$ is not distinct because the large value is expected if the proton shell is closed.

The authors took the $B\left(E 2 ; 0_{1}^{+} \rightarrow 2_{1}^{+}\right)$value of $9.6 \pm 1.6$ W.u. from Ref. [114] in their analysis. A more recent lifetime measurement of the $2_{1}^{+}$state in ${ }^{10} \mathrm{C}$, however, reported a smaller value of $B\left(E 2 ; 0_{1}^{+} \rightarrow 2_{1}^{+}\right)=6.9 \pm 0.2 \mathrm{~W} . \mathrm{u}$. [117] with much smaller uncertainty compared to the previous measurement. The smaller value of $B\left(E 2 ; 0_{1}^{+} \rightarrow 2_{1}^{+}\right)$might lead

Table 1.2: $\quad$ Ratios of the external-field interaction strengths $b_{n}^{F} / b_{p}^{F}$ for various probes at different incident energies [84].

| External field | Energy | $b_{n}^{F} / b_{p}^{F}$ |
| :---: | :---: | :---: |
| Electromagnetic | All | 0 |
| Proton | $10-50 \mathrm{MeV}$ | 3 |
| Proton | 0.8 GeV | 0.83 |
| Proton | 1 GeV | 0.95 |
| Neutron | $10-50 \mathrm{MeV}$ | $1 / 3$ |
| Alpha | All | 1 |
| $\pi^{-}$ | $160-200 \mathrm{MeV}$ | 3 |
| $\pi^{+}$ | $160-200 \mathrm{MeV}$ | $1 / 3$ |

to the larger value of $M_{n}$, thus the $M_{n} / M_{p}$ ratio can become larger.
To disentangle the neutron transition matrix element from the measured cross section of the inelastic hadron scattering, the Bernstein prescription is widely used [84]:

$$
\begin{equation*}
\frac{d \sigma}{d \Omega} \propto\left|b_{n}^{F} M_{n}+b_{p}^{F} M_{p}\right|^{2} \tag{1.10}
\end{equation*}
$$

Here, $b_{n}^{F}$ and $b_{p}^{F}$ are external-field interaction strengths which reflect the effective interaction between an incident particle and a proton or neutron in nuclei. The values of $b_{n}^{F}$ and $b_{p}^{F}$ depend on the incident energy of the probe and the target nucleus. The presently accepted $b_{n}^{F} / b_{p}^{F}$ ratios for various probes are presented in Table 1.2 [84]. In the case of the proton inelastic scattering, the ratio $b_{n} / b_{p}$ phenomenologically determined has a strong energy dependence varying from 0.83 to 3 in the incident-energy range of $10-1000 \mathrm{MeV}$, and it also depends on nuclides. These dependencies cause a serious model ambiguity in the determination of the $M_{n} / M_{p}$ ratio from the measured cross section [112]. On the other hand, in the case of the alpha inelastic scattering, the $b_{n}^{F} / b_{p}^{F}$ ratio is always 1 because of the isospin zero nature of an alpha particle. Thus, the alpha inelastic scattering is more suitable to deduce $M_{n}$ than the proton inelastic scattering.

### 1.8 New experiment on ${ }^{10} \mathrm{C}$

### 1.8.1 Overview

In the present work, the cross sections of the elastic and inelastic alpha scattering on ${ }^{10} \mathrm{C}$ were measured with the MAIKo active target. The effective $\alpha-N$ interaction and the pointnucleon density distribution in the ground state in ${ }^{10} \mathrm{C}$ were determined to reproduce the cross sections of the alpha elastic scatterings. Using the effective interaction and the density


Figure 1.6: Differential cross section of the proton inelastic scattering on ${ }^{10} \mathrm{C}$ exciting the $2_{1}^{+}$state at $E_{x}=3.35 \mathrm{MeV}$ at a beam energy of $45 \mathrm{MeV} / \mathrm{u}$. The solid and dashed lines represent the DWBA calculation with the JLM potential [116], assuming the $M_{n} / M_{p}$ values of 0.70 and $0.66(=N / Z)$, respectively. The figure was taken from Fig. 17 in Ref. [94].
distribution, the DWBA calculation was performed to deduce the $M_{n}$ value from the measured cross section of the alpha inelastic scattering without ambiguity of the parameters in the Bernstein prescription.

Although the cross section of the inelastic scattering could be measured by detecting the decay gamma rays from the $2_{1}^{+}$state to the ground state, this technique cannot be applied to measure the cross section of the elastic scattering which is needed to determine the effective $\alpha-N$ interaction and the point-nucleon density distribution. Therefore, the missing-mass spectroscopy should be performed to measure both the elastic and inelastic scattering cross sections.

### 1.8.2 Kinematic condition

Figure 1.7 shows the differential cross sections of the alpha inelastic scattering on ${ }^{10} \mathrm{C}$ at $68 \mathrm{MeV} / \mathrm{u}$ with different angular momentum transfers $\Delta L$ calculated with the DWBA. The adopted energy of the ${ }^{10} \mathrm{C}$ beam was set at the highest energy available at RCNP to make the intensity as high as possible. The DWBA calculation was carried out with the single-folding model potentials (see Chap. 5) assuming that an excited state at $E_{x}=3.35 \mathrm{MeV}$ exhausts
$100 \%$ of the energy-weighted sum-rule strengths. This figure suggests that the measurement of the $\Delta L=2$ transition exciting the $2_{1}^{+}$state should cover $\theta_{\text {c.m. }} \sim 7^{\circ}$ where the differential cross section takes the maximum. The energy of the recoil alpha particle in the inverse kinematic scattering is plotted as a function of the recoil angle in the laboratory frame in Fig. 1.8. The blue, orange, green, and red lines show the correlation between the energy and angle at the excitation energies of $0,5,10$, and 15 MeV , respectively. The c.m. angles are plotted by the black solid circles. At $\theta_{\text {c.m. }} \sim 7^{\circ}$, the energy of the recoil alpha particles is as low as 2 MeV and it is hard to detect such a low energy alpha particles in the conventional experimental setup. Since the half life of ${ }^{10} \mathrm{C}$ is only 19 seconds, the cooler ring method cannot be applied. Therefore, MAIKo is a unique device to realize the present measurement.


Figure 1.7: Differential cross sections of the $\alpha+{ }^{10} \mathrm{C}$ inelastic scattering at $68 \mathrm{MeV} / \mathrm{u}$ calculated by the DWBA. The blue, orange, green, red, and purple lines represent the cross sections with different transferred angular momenta $\Delta L$.

### 1.9 Contents of the thesis

The present thesis is organized as follows. Firstly, the detailed design of the MAIKo system is described in Chap. 2. The experimental details such as experimental apparatus, data acquisition, and summary of the measurement are described in Chap. 3. The analysis of the MAIKo TPC data is presented in detail in Chap. 4. The DWBA analysis to deduce $M_{n}$ from the measured cross section is described in Chap. 5. The results are discussed in Chap.


Figure 1.8: Energy of recoil alpha particle as a function of the recoil angle in the $\alpha+{ }^{10} \mathrm{C}$ scattering at $68 \mathrm{MeV} / \mathrm{u}$ with different excitation energies in ${ }^{10} \mathrm{C}$.
6. Finally, the conclusions and future outlooks are given in Chap. 7.

## 2 DESIGN OF MAIKO

### 2.1 Overview

The schematic view of the MAIKo active target is shown in Fig. 1.3. The system is based on a cubic-shape TPC detector. The volume of the TPC field cage is $150 \times 150 \times 140 \mathrm{~mm}^{3}$ and the sensitive volume is $102.4 \times 102.4 \times 140 \mathrm{~mm}^{3}$. The detector is installed in a stainless-steel vacuum chamber with a volume of approximately 30 L . The chamber is filled with helium gas which plays a role of a helium target. A small fraction of quenching gas is added to the helium gas for the stable operation of the TPC. The pressure of the TPC gas can be changed from 100 to 2000 hPa depending on the experimental requirements.

The charged particles ionize the mixture gas along their trajectories in the TPC and the ionization electrons drift vertically downwards along the electric field formed by the TPC field cage. At bottom of the TPC, the electrons are multiplied first by a gas electron multiplier (GEM) and then by the $\mu$-PIC. The $\mu$-PIC is also used to determine the two-dimensional position of the electrons. The electron drift time multiplied by the drift velocity determine the vertical position of the primary electrons. These information was used to determine the three-dimensional position of the charged particles.

The angle of the recoil particles is determined from the reconstructed trajectory. If the recoil particles stop inside the TPC sensitive volume, the recoil energy is determined from the length of the trajectory in the gas. High-energy recoil particles which pass through the TPC are detected with four silicon detectors installed at the left and right sides of the TPC.

### 2.2 TPC field cage

The electric field inside the sensitive volume of the TPC is formed by applying negative high voltages on the stainless-steel cathode plate and the nickel grid mesh. Figure 2.2 shows the electric circuit of the field cage. The cathode plate has a dimension of $150 \times 150 \times 3 \mathrm{~mm}^{2}$. The surface of the plate is buff-polished to avoid an electric discharge. The wires of the grid mesh have a diameter of $150 \mu \mathrm{~m}$ and its pitch size is 0.85 mm ( 30 wires per inch). The grid mesh is glued on a frame made of Macor. Macor is a machinable glass-ceramic and it is a low-outgassing material. The high voltage applied to the grid mesh is tuned so that it is transparent to the electrons but opaque for the positive ions generated by the avalanche at the GEM and the $\mu$-PIC. The distance between the cathode plate and the grid mesh is kept at 140 mm with four pillars made from Macor. Field wires with diameters of $125 \mu \mathrm{~m}$ are wound doubly around the pillars to make the drift field uniform. The pitch between the
wires is 5 mm . They are connected via $10-\mathrm{M} \Omega$ metal-film resistor ${ }^{1}$ chain to make a voltage divider. The precision of the resistance value is $0.1 \%$. The tension of the field wires is kept at 2 N .

A finite element simulation with the computer codes Garfield [118] and neBEM [119] was performed to calculate the uniformity of the electric field. The calculation was carried out including the Si detectors which may worsen the uniformity of the electric field. Figure 2.1 shows the result of the calculation. The color map in the figure shows the distortion of the vertical electric field at the middle height of the TPC field cage ( $y=70 \mathrm{~mm}$ ). The distortion $\Delta E_{y}$ at a point $(x, y, z)$ is defined as:

$$
\begin{equation*}
\Delta E_{y}(x, y, z)=\frac{E_{y}(x, y, z)-E_{y}(0, y, 0)}{E_{y}(0, y, 0)} \tag{2.1}
\end{equation*}
$$

where the origin of the coordinate is the center of the $\mu$-PIC sensitive surface. The boundary of the $\mu$-PIC sensitive region is shown by the black solid line. The Si detectors are indicated by the blue solid lines. The direction of the incident beam is shown by the black dashed arrow. According to the simulation, the present field cage ensures that the distortion of the electric field is kept smaller than $0.4 \%$ within the sensitive volume.


Figure 2.1: Distortion of the vertical electric field with respect to the field at the center of the TPC. The distortion is defined by Eq. (2.1). The calculation was performed using computer codes Garfield [118] and neBEM [119].

[^0]The negative high voltage of the cathode plate is applied via a low-pass filter which consists of a $1000 \mathrm{k} \Omega$ resistor and a 1000 pF capacitor. This low-pass filter suppresses the ripple of the high voltage module ${ }^{2}$ for the cathode plate to reduce the noise on the Si detectors. Since the measured ripple frequency of the high voltage module was about 60 kHz , the cutoff frequency of the low-pass filter was determined to be $f_{c}=1 /\left(2 \pi C_{f} R_{f}\right)=1.6$ kHz .


Figure 2.2: Electric circuit of the field cage, GEM, and $\mu$-PIC.

### 2.3 Si detectors

The four Si detectors are placed at 30 mm away from the TPC field cage to detect highenergy recoil particles. Two Si detectors are installed at the left side of the TPC and the other two Si detectors are installed at the right side. Figure 2.3 shows a photograph of the two Si detectors. Each Si detector has a sensitive area of $90 \times 60 \mathrm{~mm}^{2}$ and a thickness of 500 $\mu \mathrm{m}$. These Si detectors can stop alpha particles with energies up to 33 MeV if the particles hit the detectors perpendicularly.

[^1]The surfaces of the Si detectors are grounded while the cathode plate is applied high voltage (typically -5 kV ). Since the shortest distance from the Si detectors to the cathode plate is as short as 30 mm , we should take care with the electric discharge between them. If an electric discharge occurs, a large current flows in the Si detectors which may damage the Si detectors and the readout circuits. Thus the Si detectors are protected from the electric discharge by putting an electrostatic shield between the cathode plate and the Si detectors. Since the electrostatic shield is grounded, the discharge occurs not to the Si detectors but to the shield. The electrostatic shield is made of the Cu -Be wires with a diameters of 125 $\mu \mathrm{m}$ soldered on a glass epoxy (grade FR4) frame with a pitch of 5 mm as shown in Fig. 2.4. These wires are connected to the vacuum chamber through the red cable shown in the figure. During the measurement with the ${ }^{10} \mathrm{C}$ beam, several discharges occurs, but none of the Si detectors were damaged.


Figure 2.3: Photograph of two Si detectors. Figure 2.4: Electrostatic shield made of $\mathrm{Cu}-\mathrm{Be}$ wires to protect the Si detectors.

## $2.4 \mu$-PIC

The drift electrons are multiplied by the $\mu$-PIC placed 10 mm below of the grid mesh. The $\mu$-PIC also provides the two-dimensional position information of the electrons.

The $\mu$-PIC was developed in 2001 [120] and continuously under improvement by the cosmic-ray group at Kyoto University. It is one of micro pattern gaseous detectors (MPGD). It achieves high position resolution owing to a fine readout pitch while the number of the readout channels is relatively small. The $\mu$-PIC has been successfully employed in Compton cameras for gamma-ray imaging [121-124], in the dark matter search experiment [125, 126], and in neutron imagings [127, 128].

A schematic structure of the $\mu$-PIC is shown in Fig. 2.5. The $\mu$-PIC has a sensitive area of $102.4 \times 102.4 \mathrm{~mm}^{2}$. It is constructed using a print circuit board (PCB) technology. The $\mu$-PIC consists of 256 cathode electrode strips, each with a width of $314 \mu \mathrm{~m}$. They are fabricated on a $100-\mu$ m-thick polyimide base at $400-\mu \mathrm{m}$ intervals. Each cathode strip has

256 holes along the strip, each with a $256-\mu$ m diameter, arranged at equal intervals of 400 $\mu \mathrm{m}$. At the center of each cathode hole, an anode pixel of $50-\mu \mathrm{m}$ diameter is fabricated. The anode pixels are extended to the back side of the base and connected to form the anode strips which are perpendicular to the cathode strips. A positive high voltage is applied to the anode strips while the cathode strips are grounded. A strong electric field, enough to occur an electron avalanche, is formed around the anode pixels.

Each strip of the anode or cathode is connected to the readout board to provide a twodimensional image of the charged particles. The number of the readout channels is 256 for the anode strips and 256 for the cathode strips.


Figure 2.5: Schematic structure of the $\mu$-PIC.

### 2.5 GEM

A GEM is installed between the grid mesh and the $\mu$-PIC for the pre-amplification of the electrons. Figure 2.6 shows an photograph of a GEM [129]. The GEM is a thin polymer sheet whose from and back sides are coated with thin copper layers. The sheet is chemically perforated by holes with a high density, typically 100 holes per square mm [130]. A high voltage of typically 300 V is applied between the front and the back sides of the GEM which forms a strong electric field in the holes. The electrons enter the holes and are multiplied by the strong electric field. The GEM with a sensitive area of $100 \times 100 \mathrm{~mm}^{2}$, which is almost same as that of the $\mu$-PIC, was commercially purchased ${ }^{3}$ and mounted on a frame made of Macor to install in MAIKo. The hole geometry of the GEM is the so-called standard GEM: diameter of $70 \mu \mathrm{~m}$ and $140 \mu \mathrm{~m}$ apart in a triangular pattern. The thickness of the GEM is $100 \mu \mathrm{~m}$, which is twice as thick as the standard one and achieves higher gas gain. The

[^2]electric circuit to apply high voltages on the GEM electrodes is shown in Fig. 2.2.
The two-stage electron amplification with the GEM and $\mu$-PIC contributes to the stable operation of the detector system because it reduces the discharge probabilities. The electric fields formed around the GEM or $\mu$-PIC can be smaller compared to that in the amplification system with the $\mu$-PIC only, while keeping the total gas gain high. As reported in Ref. [41], the operation of the TPC without the GEM was unstable during a test measurement with the $\mathrm{He}(93 \%)+\mathrm{CO}_{2}(7 \%)$ gas at 430 hPa due to the electric discharges of the $\mu$-PIC. After the test measurement, we introduced the GEM to the MAIKo TPC and the operation without any discharge of the GEM or $\mu$-PIC became possible even with the smaller fraction of the $\mathrm{CO}_{2}$ gas.


Figure 2.6: Photograph of a GEM. Taken from Ref. [129].

### 2.6 Readout electronics

The anode and cathode strips of the $\mu$-PIC are connected to the capacitor and resistor (CR) circuit boards. The CR circuits consist of 1-G $\Omega$ resistors and $100-\mathrm{pF}$ capacitors. Figure 2.7 shows a photograph of the CR circuit board. The CR circuit boards are mounted on the TPC chamber and directly connected to the $\mu$-PIC board in the TPC chamber via a hole on the top flange of the chamber. The CR circuit boards are sandwiched between the top flange and another blind flange with O-rings to seal the TPC gas, i.e., these CR circuit boards work also as the vacuum feed-through for the $\mu$-PIC analog signals.

The analog signals from the $\mu$-PIC are processed by the dedicated readout electronics boards called Iwaki board [131]. The Iwaki boards are connected on the CR circuit boards as shown in Fig. 2.7. Each Iwaki board processes signals from 128 channels, thus the four Iwaki boards are used in MAIKo: two boards for the 256 anode strips and the other two boards for the 256 cathode strips.

A block diagram of the signal processing in the Iwaki board is shown in Fig. 2.8. The


Figure 2.7: Photograph of the CR circuit board and the Iwaki boards. The CR circuit board for the cathode strips is circled by the green dashed lines and the Iwaki boards are circled by the blue solid lines.

Table 2.1: Performances of the FE2009bal ASIC.

| Number of channels | 16 |
| :--- | :--- |
| Peaking time | 30 ns |
| Gain of the amplifier | $800 \mathrm{mV} / \mathrm{pC}$ |
| Dynamic range | -1 to +1 pC |
| Cross talk | $<0.5 \%$ |
| Noise | $\sim 6000$ electrons |
| Power consumption | $18 \mathrm{~mW} / \mathrm{ch}$ |

input signals from 128 strips on the $\mu$-PIC are preamplified, shaped, and discriminated by the eight application specific integrated circuit (ASIC) chips named FE2009bal [131]. Each FE2009bal chip processes 16 channels of the analog signal. The performances of the FE2009bal chip are summarized in Table 2.1. The threshold levels for the individual channels of the discriminators on the ASIC chips are remotely controlled via the SiTCP connection.

The high or low status of the discriminators is synchronized with a $100-\mathrm{MHz}$ clock to provide timing information of drift electrons. The ASIC chips also output the shaped analog signals of the sum of the adjacent 32 strips. These sum of the analog signals can be read out from the 4 LEMO connectors for the signal check or making the internal triggers for the data acquisition. These analog signals are also digitized by $25-\mathrm{MHz} 8$ bit flash analog-to-digital converters (FADCs). The clock-synchronized status of the discriminators and the digitized waveforms of the analog signals are continuously recorded in a ring buffer implemented in
a field-programmable gate-array (FPGA) chip for a duration of $10.24 \mu \mathrm{~s}$. When a trigger signal is provided to the Iwaki boards, the digitized data stored in the ring buffer are written out to two VME memory modules after the data formatting in the FPGA. The TPC data are acquired event-by-event together with the data from the Si detectors and the other beamline detectors via the VME bus using the standard data acquisition system for RI beam experiments at RCNP, which was originally developed at RIKEN [132].


Figure 2.8: Block diagram of the signal processing in the Iwaki board.

By plotting the clock numbers when the discriminators are in the high status as a function of the strip number, two black-and-white images with $256 \times 1024$ pixels are obtained. Each image represents the particle trajectories projected onto the plane perpendicular to the anode or cathode strips as shown in Fig. 2.9. Since the anode strips are perpendicular to the beam axis and the cathode strips are parallel to the beam axis, the anode image gives the side view of the particle trajectories while the cathode image gives the front view.

### 2.7 Selection of TPC gas

The TPC gas should be composed mainly of the He gas to perform the alpha inelastic scattering inside the TPC. The operation without any quenching gas is ideal from a view of the backgrounds, however, the MAIKo TPC could not be operated stably with the pure helium gas due to the discharges at the cathode plate or the $\mu$-PIC. Therefore, a quenching gas should be added to the gas for the stable operation. Hydrocarbon gasses such as isobutane or methane gas have been widely used as a quenching gas in various gaseous radiation detectors, but these gasses cause the background events due to the ( $p, p^{\prime}$ ) scattering. Because the ( $\alpha, \alpha^{\prime}$ ) and ( $p, p^{\prime}$ ) scatterings are kinematically similar, distinguishing the ( $\alpha, \alpha^{\prime}$ ) events from the ( $p, p^{\prime}$ ) events is not easy although the background events due to the carbon are easily distinguished from the ( $\alpha, \alpha^{\prime}$ ) scattering owing to the kinematic effect. Another candidate for the quenching gas is $\mathrm{CO}_{2}$ or $\mathrm{CF}_{4}$. Considering that $\mathrm{CO}_{2}$ contains less number of atoms


Figure 2.9: Three-dimensional particle trajectories in the MAIKo TPC and their projections on the anode and cathode planes.
than $\mathrm{CF}_{4}$, we chose the $\mathrm{CO}_{2}$ gas for the quenching gas. The fraction of the $\mathrm{CO}_{2}$ gas should be as small as possible. We carried out test measurements and found that $4 \%$ is the minimum mixing ratio to operate the TPC stably.

### 2.8 Gas handling system

We developed a gas handling system to flow the mixture gas and suppress the gas impurity inside the TPC chamber. A schematic diagram of the MAIKo TPC gas handling system is shown in Fig. 2.10. The route of the gas flow is indicated by the red thick solid lines. The He and $\mathrm{CO}_{2}$ gasses were individually supplied into the TPC chamber with two mass flow controllers ${ }^{4}$ (MFC) to keep the mixture ratio of $96: 4$ and the flow rate constant. The total flow rate during the present $\alpha+{ }^{10} \mathrm{C}$ experiment was $100 \mathrm{~cm}^{3} / \mathrm{min}$. The pressure and temperature inside the chamber were monitored with a diaphragm gauge ${ }^{5}$ and a $\mathrm{Pt}-100$ thermometer ${ }^{6}$, respectively. The humidity inside the TPC chamber was also measured using a capacitive dew-point transmitter ${ }^{7}$. The measured gas pressure, temperature, humidity,

[^3]and gas flow rate at the MFCs were digitized by analog-to-digital converter (ADC) modules and periodically read out by a programmable logic controller ${ }^{8}$ (PLC). The mixture gas inside the TPC chamber was continuously exhausted using a oil-free scroll pump ${ }^{9}$. A piezo valve ${ }^{10}$ was installed between the pump and the TPC chamber. The PLC calculated the density of the TPC gas from the pressure and temperature and a digital-to-analog converter (DAC) module output a voltage level according to the gas density to the piezo valve controller. The aperture of the piezo valve was automatically tuned by a proportional-integral-differential (PID) controller to keep the gas density constant referring to the DAC output.


Figure 2.10: Schematic diagram of the MAIKo TPC gas handling system. The gas flow route is indicated by the red thick solid lines.

[^4]
## | 3 EXPERIMENT

### 3.1 Primary beam

The first physics experiment (E463) to measure the $\alpha+{ }^{10} \mathrm{C}$ scattering was carried out at the cyclotron facility of Research Center for Nuclear Physics (RCNP), Osaka University. Figure 3.1 shows an overview of the RCNP cyclotron facility. The ${ }^{10} \mathrm{C}$ secondary beam was produced through the projectile fragmentation reaction from a ${ }^{12} \mathrm{C}$ primary beam. The primary beam from the super-conducting electron cyclotron resonance (SCECR) ion source was first accelerated to $22 \mathrm{MeV} / \mathrm{u}$ with the K140 azimuthally varying field (AVF) cyclotron and then further accelerated to $96 \mathrm{MeV} / \mathrm{u}$ with the K 400 six-sector ring cyclotron. This energy is the maximum energy with the ring cyclotron. The intensity of the ${ }^{12} \mathrm{C}$ beam was $50-100 \mathrm{pnA}$. The ${ }^{12} \mathrm{C}$ beam was transported to the exotic nuclei (EN) beamline to obtain the ${ }^{10} \mathrm{C}$ secondary beam.

### 3.2 Production of the ${ }^{10} \mathrm{C}$ secondary beam

The ${ }^{12} \mathrm{C}$ primary beam bombarded on a ${ }^{9} \mathrm{Be}$ production target with a thickness of 450 $\mathrm{mg} / \mathrm{cm}^{2}$ at the F0 focal plane. The size of the beam spot at F0 was typically 1 mm in diameter. The ${ }^{10} \mathrm{C}$ nucleus was separated from other nuclei with the fragment separator at the EN course.

Figure 3.2 shows a schematic layout of the EN course fragment separator. The beamline was originally developed in 1990s [133, 134]. It was upgraded in 2013 [135] in which the beamline was extended from the F2 focal plane to the F3 focal plane to improve the purity of the secondary beam. The fragment separator consists of two dipole magnets (D1 and D2) and nine quadrupole magnets (Q1-Q9). Some of the basic properties of the EN course fragment separator are listed in Table 3.1.

The separation of the secondary particles was performed by the following principles. The secondary particles produced at the F0 focal plane were first analyzed by the D1 magnet. After the D1 magnet, the particles satisfying Eq. (3.1) were selected at the first focal plane (F1).

$$
\begin{equation*}
\frac{Z}{A}=\frac{p_{\text {nucleon }}}{e(B \rho)_{\mathrm{D} 1}} \tag{3.1}
\end{equation*}
$$

where $Z$ and $A$ are the proton and mass numbers, $p_{\text {nucleon }}$ is the momentum per nucleon, and $(B \rho)_{\mathrm{D} 1}$ is the magnetic rigidity of the D1 magnet. Here we note that the ions from the projectile fragmentation are fully ionized in the present energy region, thus the electric charge of the ions is equal to its atomic number $Z$. After the momentum selection, the fragments

Table 3.1: Properties of the EN course fragment separator.

|  | Q-Q-Q-D-SX (F1, dispersive focus) |
| :--- | :--- |
| Configuration | SX-Q-D-Q-Q-Q (F2, double achromatic focus) |
|  | Q-Q (F3, double achromatic focus) |
| Maximum magnetic rigidity | 3.4 Tm |
| Bending radius | 2.2 m |
| Bending angle | $60^{\circ}$ |
| Energy degrader at F1 | uniform thickness |
| Energy dispersion at F1 | $8.66 \mathrm{~mm} / \%$ |
| Momentum dispersion at F1 | $17 \mathrm{~mm} / \%$ |
| Momentum acceptance to F2 | $\pm 4 \%$ |
| Horizontal angular acceptance to F2 | $\pm 20 \mathrm{mrad}$ |
| Vertical angular acceptance to F2 | $\pm 14 \mathrm{mrad}$ |
| Horizontal magnification at F2 | 2.0 |
| Vertical magnification at F2 | 1.4 |

Table 3.2: Parameters of the beamline during the ${ }^{10} \mathrm{C}$ measurement.

| Parameter | Value |
| :--- | :--- |
| Magnetic rigidity of D1 | 2.3 Tm |
| F1 degrader | Aluminum 2 mm |
| F1 collimator | $\pm 6 \mathrm{~mm}$ |
| Magnetic rigidity of D2 | 2.1 Tm |
| F2 collimator | $\pm 15 \mathrm{~mm}$ |

penetrated a degrader at the F1 focus point. The energy loss through the degrader depends on $A$ and $Z$, thus the the magnetic rigidities of the particles are different according to $A$ and $Z$. The particles are spatially separated after the D 2 magnet. The particles at the second focal plane (F2) were purified by a pair of horizontal collimators.

After the separation, the purified beam was focused onto the MAIKo active target by the Q8 and Q9 magnets. The Q8 and Q9 magnets were used to focus vertically and horizontally, respectively. The energy spread of the secondary beam was determined by the width of the slits at F1. The parameters of the fragment separator during the present ${ }^{10} \mathrm{C}$ measurement are summarized in Table 3.2. The average energy of the ${ }^{10} \mathrm{C}$ beam before MAIKo was 68 $\mathrm{MeV} / \mathrm{u}$ and the energy spread was less than $\pm 1 \%$.

During the tuning of the secondary beam, the beam was detected, identified, and monitored with a $320-\mu$ m-thick silicon detector ( F 3 Si ) installed at upstream of MAIKo at F3
and a 1-mm-thick plastic scintillator (F3PL) placed downstream of MAIKo. The details of the F3PL are described in Sec. 3.3.2. Figure 3.3 shows the correlation between the energy loss of the beam particles in the F3 Si detector and the time of flight from the F0 target to the F3PL. The time of flight was obtained from the timing information of the F3PL and the radio-frequency signal from the AVF cyclotron. This correlation was used for the particle identification (PID) of the secondary beam. It is seen that ${ }^{10} \mathrm{C}$ is clearly separated from ${ }^{12} \mathrm{C}$ and ${ }^{11} \mathrm{C}$. Because the purity of the ${ }^{10} \mathrm{C}$ particle was as high as $96 \%$, event-by-event PID was not necessary during the measurement, and we did not use the F3 Si detector after the beam tuning.


Figure 3.1: Overview of the RCNP cyclotron facility.


Figure 3.2: Schematic view of the EN course fragment separator. The setup near the F3 focal plane is shown in the inset.


Figure 3.3: Correlation between the energy loss in the F3 Si and the time of flight from the F0 target to the F3 plastic detector.

Table 3.3: Specifications of each MWDC.

| Configuration | X-X'-Y-Y'-X-X'-Y-Y' |
| :--- | :--- |
| Sensitive area | $77.5 \mathrm{~mm}(\mathrm{X}) \times 77.5 \mathrm{~mm}(\mathrm{Y})$ |
| Drift length | 2.5 mm (Anode-Potential) |
| Gap | 4.8 mm (Cathode-Cathode) |
| Anode wire | Au plated $\mathrm{W}-\operatorname{Re}(d=16 \mu \mathrm{~m})$ |
| Potential wire | Au plated Al $(d=80 \mu \mathrm{~m})$ |
| Cathode foil | Alminized $\operatorname{Kapton~}(t=7.5 \mu \mathrm{~m})$ |

### 3.3 Beamline detectors

The setup at F3 is shown in the inset of Fig. 3.2. The incident trajectory of the ${ }^{10} \mathrm{C}$ was monitored with the two low-pressure multi-wire drift chamber (MWDC) installed at upstream of MAIKo. After the MWDCs, the ${ }^{10} \mathrm{C}$ beam was horizontally collimated by a pair of tungsten collimators with thicknesses of 10 mm . The aperture of the collimators was set at 20 mm . The intensity of the ${ }^{10} \mathrm{C}$ beam was measured with the F3PL installed at downstream of MAIKo. Each detector is described in detail in the following sections.

### 3.3.1 Low-pressure MWDC

In the previous experiments at the EN course [136-140], the incident position of the beam was measured using the parallel-plate avalanche counters (PPAC) [141]. However, the detection efficiency of the PPACs for ${ }^{10} \mathrm{C}$ at $68 \mathrm{MeV} / \mathrm{u}$ was not good enough to monitor the beam position. Therefore, we developed a low-pressure MWDC system at RCNP.

The system is an imitation of the similar system developed for the ESPRI experiment to measure the elastic scattering of protons with RI beams at RIKEN [142]. The system consists of two sets of MWDCs, which are installed in a vacuum chamber. The relative distance of the two detectors is 600 mm and the distance from the downstream MWDC to the entrance of MAIKo TPC is 733 mm . The vacuum chamber of the MWDCs and the MAIKo chamber was connected without any separation window films, thus the MWDCs were operated with the same gas as the MAIKo TPC.

The specifications of the MWDC are summarized in Table 3.3. Each MWDC consists of four planes (X-X'-Y-Y'-X-X'-Y-Y'). Structure of each plane is shown in Fig 3.4. Each plane consists of 16 anode wires with a pitch of 5 mm . Between the anode wires, potential wires are placed. These wires are sandwiched by the cathode planes with a gap of 4.8 mm . Negative high voltages are applied to the potential wires and the cathode planes. Signals from the 256 anode wires are amplified, shaped, and discriminated with 16 ASD cards. The discriminator output from the ASD cards are recorded with two multi-hit time to digital converters (TDC).


Figure 3.4: Structure of each MWDC plane.

### 3.3.2 F3 plastic scintillator

We developed a plastic scintillator system (F3PL) to measure the intensity of the ${ }^{10} \mathrm{C}$ beam at downstream of MAIKo. Figure 3.5 shows a photograph of the F3PL. The plastic scintillator has a dimension of 100 mm in width, 110 mm in height, and 1 mm in thickness. The plastic scintillator is installed inside a vacuum chamber which is connected to the MAIKo vacuum chamber. It can be moved out from the beamline by hand. The lights emitted from the scintillator pass through the light guides installed inside the chamber and converted to an electric signal by two photo-multiplier tubes (PMT) placed at the left and right sides. The light guides are also used to separate the vacuum chamber volume from the outside air. While the plastic scintillator is installed in the TPC gas atmosphere, the PMTs are placed outside of the vacuum chamber to avoid exposure to the TPC gas containing He.


Figure 3.5: Photograph of F3PL.

### 3.4 Data acquisition

Since the recoil alpha particles from the $\alpha+{ }^{10} \mathrm{C}$ elastic and inelastic scattering at $q \sim 0.5$ $\mathrm{fm}^{-1}$ are emitted at $\theta_{\text {lab }} \sim 90^{\circ}$, the trigger signal for the data acquisition was made with the Si detectors or the cathode strips of MAIKo. Figure 3.6 shows a schematic drawing of the trigger circuit. As described in Sec. 2.6, the Iwaki readout boards output the shaped analog signals of the sum of the 32 strips ( 8 channels for the anode strips and 8 channels for the cathode strips). The trigger signal induced by the cathode strips was generated by to a leading edge discriminator (L.E.D.) module for the shaped analog signals. To suppress the triggers due to the beam particles, Ch. 2, 3, and 4 of the shaped analog signals from the cathode strips were excluded from the trigger as shown in Fig. 3.7.


Figure 3.6: Schematic diagram of the trigger circuit.

The analog signals from the Si detectors were amplified and shaped by a preamplifier module and a shaping amplifier module, respectively The shaping amplifier module was also equipped with a constant fraction discriminator module to output a trigger signal. The trigger signal from the Si detectors and the cathode strips were summed and transmitted to the Iwaki boards for the data acquisition (DAQ). After receiving the trigger signal, the Iwaki boards transferred the TPC data to the VME memory modules. This procedure took typically $100 \mu$ s depending on the data size. Each Iwaki board outputted a signal to latch a gate generator (GG) module when it finished transferring the data. When all of the Iwaki boards finished transferring the data, all of the four channels of the GG module were latched and an interrupt signal was sent to the VME system.

The DAQ system read the data from the TPC and the other detectors event-by-event. The VME memory module for the TPC had double-buffer memories. After the interruption, the DAQ system first switched the buffer for writing data to the another one, and then read the data of the Si detectors and the beamline detectors without reading the data of the TPC. The used readout modules are listed in Table 3.4. After the readout, the DAQ system


Figure 3.7: Layout of the $\mu$-PIC anode and cathode strips. The broad orange arrow shows the direction and approximate width of the ${ }^{10} \mathrm{C}$ beam. The cathode analog signals in the shaded region were used to generate the trigger.
enabled the next interrupt signal. During waiting for the next interruption, the DAQ system read out the TPC data. This treatment helped to reduce the dead time of the readout. When the ${ }^{10} \mathrm{C}$ beam intensity was 77 kHz and the gas pressure was 500 hPa , the total trigger rate was 270 Hz . The live time ratio of the data acquisition was $88 \%$.

### 3.5 Operation of MAIKo

### 3.5.1 TPC gas

The MAIKo TPC was operated with the $\mathrm{He}(96 \%)+\mathrm{CO}_{2}(4 \%)$ mixture gas. The recoil alpha energy was determined from the range in the gas or the Si detectors. However, when the recoil alpha particles stop between the sensitive volume of the TPC and the Si detectors, the recoil energy cannot be determined. Because the insensitive energy region depends on the gas pressure, the TPC was operated at different gas pressure, 500 and 1000 hPa . When the gas pressure is 500 hPa , alpha particles with an energy of $E_{\alpha}<1.0 \mathrm{MeV}$ stop in the sensitive volume of the TPC and alpha particles with $E_{\alpha}>4.0 \mathrm{MeV}$ reach the Si detectors with their energies high enough above the detection threshold. When the gas pressure is

Table 3.4: List of the readout modules.

| Module type | Module name |
| :---: | :---: |
| Si pre-amplifier | Mesytec MSI-8 |
| Si shaping amplifier | Mesytec MSCF-16 |
| VME CPU | Abaco V7768 |
| TPC memory | ARKUS TMB-2 |
| Si ADC | Mesytec MADC-32 |
| Si TDC | CAEN V1190A |
| Plastic scintillator ADC | QTC+V1190A |
| Plastic scintillator TDC | V1190A |
| MWDC TDC | V1190A |
| VME scaler | CAEN V830 |
| VME IRQ | CAEN V977 |

Table 3.5: Operating conditions of the TPC at 500 and 1000 hPa .

| Pressure $(\mathrm{hPa})$ | $V_{p}(\mathrm{~V})$ | $V_{g}(\mathrm{~V})$ | $V_{G R M t}(\mathrm{~V})$ | $V_{G E M b}(\mathrm{~V})$ | $V_{\mu}(\mathrm{V})$ | $v(\mathrm{~cm} / \mu \mathrm{s})$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 500 | -4300 | -820 | -616 | -276 | 420 | $1.69(4)$ |
| 1000 | -7500 | -820 | -576 | -276 | 350 | $1.69(7)$ |

1000 hPa , alpha particles with $E_{\alpha}<3.6 \mathrm{MeV}$ stop inside the TPC.
The vacuum chambers of the MAIKo TPC, MWDCs, and the F3PL detectors were connected without any separation materials and they were filled with the TPC gas. The gas volume was separated from the upstream beamline with a $50-\mu \mathrm{m}$-thick aramid foil which was installed at the entrance of the MWDC chamber. As described in Sec. 2.8, the gas density of the chamber was kept constant. Figure 3.8 shows the monitored temperature (a), density (b), and concentration of moisture (c) during the operation at 500 hPa . The temperature of the gas fluctuated about $\pm 0.3 \%$ ( $\pm 1 \mathrm{~K}$ ) during the measurement. The gas density variation due to this temperature fluctuation was compensated by adjusting the gas pressure inside the chamber by the piezo valve. As the result, the variation of the gas density was only $0.08 \%$. Although the moisture of the gas was gradually increased during the measurement, it was kept as low as 220 ppm .

### 3.5.2 Measurement of the drift velocity

The applied high voltages to the cathode plate $\left(V_{p}\right)$, grid mesh $\left(V_{g}\right)$, top and bottom sides of the GEM ( $V_{G E M t}$ and $V_{G E M b}$ ), and $\mu$-PIC anode $\left(V_{\mu}\right)$ (see Fig. 2.2) in the measurements at 500 and 1000 hPa are listed in Table 3.5.

Table 3.6: Measurement time for each beam particle and TPC gas pressure

| Beam | Pressure (hPa) | Measurement time (hours) |
| :---: | :---: | :---: |
| ${ }^{10} \mathrm{C}$ at $68 \mathrm{MeV} / \mathrm{u}$ | 500 | 81 |
| ${ }^{10} \mathrm{C}$ at $68 \mathrm{MeV} / \mathrm{u}$ | 1000 | 28 |
| ${ }^{12} \mathrm{C}$ at $94 \mathrm{MeV} / \mathrm{u}$ | 500 | 6 |
| ${ }^{12} \mathrm{C}$ at $94 \mathrm{MeV} / \mathrm{u}$ | 1000 | 2 |

Because the vertical position of the charged particles are determined by the electron drift time multiplied by the electron drift velocity, the drift velocities at the conditions listed in the table must be measured. The drift velocities were measured by using alpha particles from an ${ }^{241} \mathrm{Am}$ standard alpha source. The alpha particles were collimated at 30 degrees from the horizontal line, and injected to the TPC as illustrated in Fig. 3.9.

An example of the obtained anode images is shown in Fig. 3.10. The horizontal length ( $L_{h}$ ) of the trajectory was determined from the number of the hit strips multiplied by 400 $\mu \mathrm{m}$, since the horizontal length $\left(L_{h}\right)$ of the trajectory in the sensitive volume was determined from the number of the hit strips multiplied by $400 \mu \mathrm{~m}$. The vertical length ( $L_{v}$ ) should be $L_{v}=L_{h} \tan 30^{\circ}$. Thus, the drift velocity was determined to be $v=L_{v} / D_{t}=L_{h} / D_{t} \tan 30^{\circ}$ from the measured horizontal length and drift time $\left(D_{t}\right)$. For each event, the ratio $L_{h} / D_{t}$ was obtained by fitting a straight line to the hit pixels in the anode image. Figure 3.11 shows the measured drift velocity when the gas pressure was at 500 hPa . The resolution of the drift velocity was limited by the hole size of the collimator. We fitted a Gaussian function to the distribution and took the central position of the peak for the drift velocity. The obtained drift velocities are listed in Table 3.5.

### 3.6 Summary of the measurement

Table 3.6 summarize the present measurements. We measured the $\alpha+{ }^{10} \mathrm{C}$ scattering at two different TPC gas pressures. In addition to the $\alpha+{ }^{10} \mathrm{C}$ measurements at $68 \mathrm{MeV} / \mathrm{u}$, we also carried out similar measurements using the ${ }^{12} \mathrm{C}$ primary beam in order to check the consistency between the present measurement with MAIKo at $94 \mathrm{MeV} / \mathrm{u}$ and the previous measurement under the normal kinematic condition [143].


Figure 3.8: Monitored temperature (a), density (b), and moisture concentration (c) of the TPC gas during the measurement at 500 hPa from October 7 to 12, 2017.


Figure 3.9: Schematic view of a trajectory of collimated alpha particle in the TPC.


Figure 3.10: Example of the anode image acquired for a collimated alpha particle from ${ }^{241} \mathrm{Am}$.


Figure 3.11: Measured drift velocity when the gas pressure in the TPC chamber was at 500 hPa.

## | 4 DATA REDUCTION

In order to determine energies and angles of the recoil alpha particles for the missing-mass spectroscopy, we need to reconstruct the trajectories of the recoil alpha particles from the acquired data. As explained in Sec. 2.6, the acquired data contains two black-white images with $256 \times 1024$ pixels and $2 \times 8$ waveforms recorded by the $25-\mathrm{MHz}$ FADCs. Using these information, we first distinguish the $\alpha+{ }^{10} \mathrm{C}$ scattering events and background events. After selecting the $\alpha+{ }^{10} \mathrm{C}$ scattering events, the trajectories of the recoil alpha particles were extracted to determine the recoil energies and angles. In this chapter, details of the data analysis procedures are described.

### 4.1 Examples of anode and cathode images

### 4.1.1 Examples of $\alpha+{ }^{10} \mathrm{C}$ scattering events

Two examples of the $\alpha+{ }^{10} \mathrm{C}$ scattering events are presented in Figs. 4.1 and 4.2. Figs. 4.1(a) and 4.2(a) represent the anode images, and Figs. 4.1(b) and $4.2(\mathrm{~b})$ represent the cathode images. The pressure of the TPC gas was 500 hPa . Both of the examples record the trajectories of the incident ${ }^{10} \mathrm{C}$ particles and the recoil alpha particles. The trajectories of the unreacted ${ }^{10} \mathrm{C}$ particles were also recorded accidentally.

Since the beam axis was perpendicular to the anode strips and parallel to the cathode strips, the trajectories of the ${ }^{10} \mathrm{C}$ particles, which flew from the right side of the anode images, look horizontal lines in the anode images whereas they look elliptical shapes in the cathode images. On the other hand, the trajectories of the recoil alpha particles have large angles from the beam axis in the anode images and have longer lengths than the ${ }^{10} \mathrm{C}$ trajectories in the cathode images. The trajectories of the recoil alpha particles are thicker than those of the ${ }^{10} \mathrm{C}$ particles because $d E / d x$ of the recoil alpha particles is larger than that of the ${ }^{10} \mathrm{C}$ particles.

After the scattering points, the trajectories of the scattered particles look different according to the excitation energy of ${ }^{10} \mathrm{C}$. The known excited states and particle decay thresholds in ${ }^{10} \mathrm{C}$ are shown in Fig. 4.3. When ${ }^{10} \mathrm{C}$ was in the ground or the $2_{1}^{+}(3.35 \mathrm{MeV})$ state below the particle decay threshold at $E_{x}=3.73 \mathrm{MeV}$, the trajectory of the scattered ${ }^{10} \mathrm{C}$ is recorded in the anode image with a similar thicknesses to that of the incident ${ }^{10} \mathrm{C}$ as shown in Fig. 4.1(a), since $d E / d x$ of the scattered ${ }^{10} \mathrm{C}$ is almost same as that of the incident ${ }^{10} \mathrm{C}$. On the other hand, when the scattered ${ }^{10} \mathrm{C}$ was excited above the particle decay threshold at $3.73 \mathrm{MeV},{ }^{10} \mathrm{C}$ was not observed after the scattering point as shown in Fig 4.2(a) because such highly excited ${ }^{10} \mathrm{C}$ immediately decay into $2 \alpha+2 p$. Even if ${ }^{10} \mathrm{C}$ decays to ${ }^{8} \mathrm{Be},{ }^{9} \mathrm{~B}$, and


Figure 4.1: Example of acquired track images of the $\alpha+{ }^{10} \mathrm{C}$ event. (a) Anode image. (b) Cathode image.


Figure 4.2: Same as Fig. 4.1, but track images of an inelastic scattering event exciting a highly excited state above the $2 \alpha+2 p$ decay threshold at $E_{x}=3.73 \mathrm{MeV}$.
${ }^{6} \mathrm{Be}$, they are unbound nuclei and eventually decay into protons and alpha particles

$$
\begin{align*}
{ }^{8} \mathrm{Be} & \rightarrow 2 \alpha  \tag{4.1}\\
{ }^{9} \mathrm{~B} & \rightarrow{ }^{8} \mathrm{Be}+p \rightarrow 2 \alpha+p  \tag{4.2}\\
{ }^{6} \mathrm{Be} & \rightarrow \alpha+2 p . \tag{4.3}
\end{align*}
$$

Considering that $d E / d x$ is proportional to $Z^{2} / \beta^{2}$, where $Z$ is the charge of the particle and $\beta$ is the velocity, the energy loss per unit length of the $2 \alpha+2 p$ particles is about $1 / 3$ of the incident ${ }^{10} \mathrm{C}$. As a consequence, the observed horizontal trajectories in the anode image after the scattering point become thinner than before the scattering point as seen in Fig 4.2(a).

### 6.58



| 3.73 |  |
| :---: | :---: |
| $2 \alpha+2 \mathrm{p}$ | $\frac{3.82}{{ }^{8} \mathrm{Be}+2 \mathrm{p}} \quad \underline{2^{+}(3.35)}$ |

$$
\frac{0^{+} \text {(g.s.) }}{{ }^{10} \mathrm{C}}
$$

Figure 4.3: Known energy levels in ${ }^{10} \mathrm{C}$ taken from Ref. [113].


Figure 4.4: Example of background events in which the beam particle passed through the cathode trigger region. The gray areas show the trigger region.

### 4.1.2 Examples of background events

Not only the $\alpha+{ }^{10} \mathrm{C}$ scattering events, background events were also acquired in the present measurement. The background events were mainly caused by the ${ }^{10} \mathrm{C}$ beam particles that just passed through the cathode trigger region without a scattering in the sensitive volume of the TPC as shown in Fig. 4.4. The trigger region is indicated with the gray areas in the figure. Hereafter, we call these events "beam-particle events".

The background events were also caused by the quenching $\mathrm{CO}_{2}$ gas. Figure 4.5 shows an example of the ${ }^{10} \mathrm{C}+\mathrm{CO}_{2}$ scattering events. Because the mass of carbon and oxygen nuclei in the $\mathrm{CO}_{2}$ gas is close to that of the incident ${ }^{10} \mathrm{C},{ }^{10} \mathrm{C}$ was scattered at a large angle. The trajectories of the scattered ${ }^{10} \mathrm{C}$ and the recoil carbon or oxygen after the scattering were recorded. Another example of the ${ }^{10} \mathrm{C}+\mathrm{CO}_{2}$ events is presented in Fig. 4.6. In this event, carbon or oxygen nucleus was highly excited above particle decay thresholds and decayed into lighter particles. Multiple trajectories due to the scattered ${ }^{10} \mathrm{C}$ and the decay products from carbon or oxygen are observed.

In case of the beam-particle events, no trajectory with a large angle is observed in the anode images. In case of the ${ }^{10} \mathrm{C}+\mathrm{CO}_{2}$ events, two or more trajectories with large angles from the beam axis are observed in the anode images.


Figure 4.5: Example of the ${ }^{10} \mathrm{C}+\mathrm{CO}_{2}$ event. The incident ${ }^{10} \mathrm{C}$ particle was scattered from carbon or oxygen contained in the $\mathrm{CO}_{2}$ gas. Both the scatted ${ }^{10} \mathrm{C}$ and recoiled carbon or oxygen trajectories are observed.


Figure 4.6: Another example of the ${ }^{10} \mathrm{C}+\mathrm{CO}_{2}$ event. The carbon or oxygen nucleus was excited above the particle decay thresholds and immediately decayed into lighter particles.

### 4.2 Examples of the FADC data for the $\alpha+{ }^{10} \mathrm{C}$ scattering events

The waveform information obtained by the FADCs is also useful for the analysis. Fig. 4.7 presents typical recorded waveforms in the $\alpha+{ }^{10} \mathrm{C}$ event shown in Fig. 4.1. The vertical axes represent the recorded pulse heights. The horizontal axes represent the $25-\mathrm{MHz}$ clock numbers which are synchronized with the $100-\mathrm{MHz}$ clock numbers used as the vertical axes in the anode and cathode images. While the polarity of the anode signals is positive, that of the cathode signals is negative. The baselines of the recorded waveforms should be subtracted in the analysis of the charge collected. The baseline values were assumed to be constant for each FADC channel.

The waveforms after the baseline subtraction are presented in Fig. 4.8. As seen in Ch. 7 of Fig. 4.8(a), the analog signals due to the incident ${ }^{10} \mathrm{C}$ particles are observed as sharp peaks. Because the trajectories of the recoil alpha particle has vertical component, the distribution of the electron drift time of the electrons spreads and the analog signals become wider than those due to the beam particles as seen in Ch. 2 and Ch .3 .

The integration of the pulses, which corresponds to $d E / d x$ of the particles, would be helpful to distinguish the recoil alpha particles and the ${ }^{10} \mathrm{C}$ particles.


Figure 4.7: Waveforms acquired by the FADCs before the baseline subtraction in the event shown in Fig. 4.1. (a) Anode waveforms. (b) Cathode waveforms.

## (a) Anode FADC after baseline subtraction


(b) Cathode FADC after baseline subtraction


Figure 4.8: Same with Fig. 4.7, but after the baseline subtraction.

### 4.3 Procedure of the TPC data analysis

The $\alpha+{ }^{10} \mathrm{C}$ events exhibit the following two features. First, the energy loss per unit length of the recoil alpha particle at $E_{\alpha} \sim 0.5 \mathrm{MeV}$ is about 7 times larger than that of the incident ${ }^{10} \mathrm{C}$ beam at $68 \mathrm{MeV} / \mathrm{u}$. Second, because of the large mass ratio between ${ }^{10} \mathrm{C}$ and alpha particle, ${ }^{10} \mathrm{C}$ hardly changes its angle in the scattering with alpha particles but alpha particles are recoiled at large angles from the beam axis. Therefore, just one tilted trajectory from the horizontal line due to the recoil alpha particle is observed in the anode image as seen in Figs 4.1(a) and 4.2(a). On the other hand, in a beam-particle event, no tilted trajectory is observed in the anode image as seen in Fig. 4.4(a). In a $\mathrm{CO}_{2}+{ }^{10} \mathrm{C}$ background event, multiple tilted trajectories are observed as seen in Figs 4.5(a) and 4.6(a). Considering the above two features, the analysis of the TPC data was carried out with the following procedures. As an example, we present the data analysis of the event shown in Figs. 4.1 and 4.8.
i) Count the number of pulses in the baseline subtracted FADC data, and integrate each pulse over time to obtain the energy loss of the particle. The threshold for the pulse height was determined to be 2. Figure 4.9 shows a typical pulse shape of the anode analog signal from Ch. 2 [see Fig. 4.8(a)] after the baseline subtraction for the FADC data. The threshold level is indicated by the black dashed line. In this example, two pulses (Pulse 1 and Pulse 2) were extracted which are indicated by the blue and green regions in Fig. 4.9.


Figure 4.9: Typical pulse shape of the anode analog signal from Ch. 2 [see Fig. 4.8(a)] after the baseline subtraction for the FADC data. The extracted two pulses are indicated by the blue and green regions.
ii) If the integrated values of the FADC pulses were lower than a certain threshold ( $p_{\text {pulse }}$ ), the corresponding pixels in the anode and cathode images were eliminated from the
analysis. This procedure was necessary to exclude hit pixels due to the ${ }^{10} \mathrm{C}$ beam particles and to facilitate the extraction of the recoil alpha particle trajectories. Since the energy loss of the ${ }^{10} \mathrm{C}$ beam is much smaller than those of the recoil alpha particles, the pixels due to the ${ }^{10} \mathrm{C}$ beam were selectively eliminated using the FADC integral information. The threshold value was determined to 80 as described in Sec. 4.4. Figure 4.10 shows the same anode image of Fig. 4.1(a) but the pixels which correspond to the analog signals of Pulse 1 and Pulse 2 in Fig. 4.9 are indicated by the blue and green pixels, respectively. In this example, the integration of Pulse 1 was lower than the threshold value but the integration of Pulse 2 was higher than the threshold. Therefore, only the green pixels in Fig. 4.10 remained after the pixel elimination for FADC Ch. 2. The images after the pixel elimination are shown in Figs. 4.11(a) and (b).


Figure 4.10: Same with Fig. 4.1(a) but the pixels which correspond to the analog signals of Pulse 1 and Pulse 2 in Fig. 4.9 are indicated by the blue and green pixels, respectively.


Figure 4.11: (a) and (b) Anode and cathode images after eliminating the pixels using the FADC integral information [see the procedure ii)]. (c) and (d) Anode and cathode images after eliminating the pixels near the straight lines extracted by the Hough transformation [see the procedure v)]. The straight lines extracted by the Hough transformation are plotted by the red solid lines.
iii) Transform the anode and cathode images after the pixel elimination to the anode and cathode Hough histograms, according to the Hough transformation which is explained in detail in Appendix A. The Hough histograms transformed from the anode and cathode images in Figs. 4.11(a) and (b) are shown in Figs. 4.12(a) and (b), respectively.


Figure 4.12: Two-dimensional histograms in the Hough spaces obtained from Figs 4.11(a) and (b). The red circles show the positions of the bins with the maximum entries in the Hough histograms.
iv) After the Hough transformation, find the bins of the maximum entries in the Hough histograms. The bins of the maximum entries are indicated by the red circles in Fig. 4.12. From the coordinates of the maximum bins, one straight line is extracted from the anode and cathode images. The extracted straight lines are drawn by the red solid lines in Figs. 4.11(a) and (b).
v) Eliminate the pixels near the straight lines determined in the previous procedure from the anode and cathode images in Figs. 4.11(a) and (b). The anode and cathode images after the elimination are shown in Figs. 4.11(c) and (d), respectively. In this event, all pixels were eliminated except for the small spots around $(80,400)$ in the anode image.
vi) Transform the remaining pixels again into the Hough spaces.
vii) Repeat iv), v), and vi) until the maximum bin counts in the anode and cathode Hough histograms become smaller than thresholds. The threshold values are denoted as $C_{\text {anode }}$ and $C_{\text {cathode }}$ for the anode and cathode Hough histograms, respectively, and they are optimized in Sec. 4.4. In this event, the Hough transformation was carried out only once.
viii) Count the number of straight lines in the anode image whose angle from the horizontal axis is larger than a certain threshold value $\theta_{\text {tilt }}$ (tilted line). In Fig. 4.11(a), this
number was one. The optimization procedures of $\theta_{\text {tilt }}$ values are described in Sec. 4.4.
ix) Count the number of extracted straight lines in the cathode image. In Fig. 4.11(b), this number was one.
x) If the number of the tilted lines in the anode image and the number of the straight lines in the cathode image were both one, the event was regarded as a candidate of the $\alpha+{ }^{10} \mathrm{C}$ scattering event and the extracted lines were regarded as the trajectory of the recoil alpha particle. If the number of the tilted lines in the anode image was zero, the event was classified as a beam-particle event. If the number of the tilted line was more than one, the event was classified as a ${ }^{10} \mathrm{C}+\mathrm{CO}_{2}$ event.
xi) For a candidate of the $\alpha+{ }^{10} \mathrm{C}$ scattering event, find edge hit-pixels along the extracted straight lines by the Hough transformation. In the anode image, the edge points were searched by the following procedure. At every clock number, calculate the anode strip number on the extracted line according to the equation of the line. If the calculated point is a black pixel, search the left and right edges of the trajectory at the same clock number, and calculate the middle point between the left and right edges. In a cathode image, the edge points were extracted by the similar procedure to the anode ones, but the up and down edges at every strip were searched, and the middle point between the two edges was calculated. The extracted edge points are shown in Fig 4.13. In the anode image (a), the left and right edges and the middle points are plotted by the green, blue, and red solid circles, respectively. In the cathode image (b), the up and down edges and the middle points are plotted by the green, blue, and red solid circles, respectively.
xii) Fit straight lines to the extracted middle points in the anode and cathode images, respectively, to determine the angle of the recoil alpha particle with better precision because the angular resolution was limited by the bin size of the Hough histogram. The extracted middle points tend to deviate from the straight line near the track stop point because charged particles significantly deflects just before they stop. Therefore, the second fitting was performed for the anode image after excluding the points which were more than 3 pixels away from the first fitted line. In the cathode image, the second fitting was not necessary because the number of the extracted middle points was much larger than that in the anode image, and the fitting was not affected by the points near the stop point. The straight lines determined by the first fit are plotted by the red solid lines in Figs. 4.13(a) and (b), and the other line determined by the second fit is plotted by the blue dashed line in Fig. 4.13(a).
xiii) Find the edge pixels in the anode and cathode images along the fitted lines. These points are the scattering point and track stop point of the recoil alpha particle. They are plotted by the cyan solid circles in Fig. 4.13.


Figure 4.13: (a) Zoomed anode image for the event shown in Fig. 4.1. The extracted left and right edges and the middle points are plotted by the green, blue, and red solid circles. The lines determined by the first and second fit are plotted by the red solid and blue dashed lines, respectively. The scattered and track stop points are plotted by the cyan solid circles. (b) Zoomed cathode image for the event shown in Fig. 4.1. The line determined by the first fit is plotted by the red solid line. The extracted up and down edges and the middle points are plotted by the green, blue, and red solid circles.
xiv) From the straight lines in the anode and cathode images, the polar angle in the laboratory frame ( $\theta_{\text {lab. }}$ ) and the azimuthal angle $(\phi)$ of the recoil alpha particle were calculated assuming the beam axis was parallel to the cathode strips of the $\mu$-PIC as

$$
\begin{align*}
\theta_{\mathrm{lab} .} & =\arccos \left(\frac{|\Delta z|}{\Delta r}\right)  \tag{4.4}\\
\phi & =\arctan \left(\frac{\Delta y}{\Delta x}\right) \tag{4.5}
\end{align*}
$$

where

$$
\begin{align*}
\Delta x & =\frac{\Delta y}{\tan \theta_{c}^{\prime}}  \tag{4.6}\\
\Delta y & =1,  \tag{4.7}\\
\Delta z & =-\frac{\Delta y}{\tan \theta_{a}^{\prime}},  \tag{4.8}\\
\tan \theta_{a}^{\prime} & =\frac{v \tan \theta_{a}}{0.40},  \tag{4.9}\\
\tan \theta_{c}^{\prime} & =\frac{v \tan \theta_{c}}{0.40} . \tag{4.10}
\end{align*}
$$

Here, $\tan \theta_{a}$ and $\tan \theta_{c}$ are the slope parameters of the fitted lines in the anode and cathode images, and $v$ is the measured electron drift velocity.
xv) Calculate the range of the recoil alpha particle in the TPC gas from the distance between the scattered and stop points.
xvi) Integrate the analog signals from the cathode FADCs to calculate the induced charges. The integration was performed between the scattered and stop points to avoid the contributions from the accidental-coincidence beam particles.

We selected the $\alpha+{ }^{10} \mathrm{C}$ events in which the scattered point locates between the 33-224th strip in the anode image. Thus, the effective thickness of the He target gas was 76.8 mm .

### 4.4 Optimization of analysis parameters

In the analysis procedures described in the previous section, the values of the following parameters must be determined:

- The threshold value $p_{\text {pulse }}$ for the integrals of the FADC pulse in the procedure ii).
- The threshold values $C_{\text {anode }}$ and $C_{\text {cathode }}$ for the number of the maximum entry in the Hough histograms described in the procedure vii).
- The angular threshold $\theta_{\text {tilt }}$ for the "tilted line" in the anode image described in the procedure viii).

In order to optimize the above four parameters, we sampled 2,000 events from the acquired data and labeled these events as $\alpha+{ }^{10} \mathrm{C}$ scattering or background by eyes. Before the sampling, the main background events "beam-particle events" were roughly excluded from the analysis by selecting the events in which at least one FADC pulse integral higher than 150 was recorded in the anode data. The sampled 2,000 events were composed of the $889 \alpha+{ }^{10} \mathrm{C}$ scattering events and the 1,111 background events. Assuming certain values of the four parameters, the 2,000 events were classified into the $\alpha+{ }^{10} \mathrm{C}$ scattering or the background. The goodness of the parameters was evaluated comparing the classification of the 2,000 events with the answers labeled by eyes.

The result of the comparison was classified into four types which are known as confusion matrix shown in Fig. 4.14. True positive (TP) means that the model correctly predicted the $\alpha+{ }^{10} \mathrm{C}$ event (positive) as an $\alpha+{ }^{10} \mathrm{C}$ event. False positive (FP) means that the model mis-predicted the $\alpha+{ }^{10} \mathrm{C}$ event as a background event (negative). False negative (FN) means that the model mis-predicted the background event as an $\alpha+{ }^{10} \mathrm{C}$ event. True negative (TN) means that the analyzer correctly predicts the background event as a background event.

In order to estimate the goodness of the parameters, we used the Jaccard coefficient which is defined as

$$
\begin{equation*}
J=\frac{N_{\mathrm{TP}}}{N_{\mathrm{TP}}+N_{\mathrm{FP}}+N_{\mathrm{FN}}}, \tag{4.11}
\end{equation*}
$$

where $N_{\mathrm{TP}}, N_{\mathrm{FP}}$, and $N_{\mathrm{FN}}$ are the numbers of the TP, FP, and FN events in the analysis of the 2,000 events. The Jaccard coefficient falls into the range $0 \leq J \leq 1$. This value decreases

|  |  | Actual |  |
| :---: | :---: | :---: | :---: |
|  |  | Positive | Negative |
| $\frac{\tilde{0}}{0}$ | $\stackrel{0}{0}$ | $\begin{array}{\|c\|} \hline \text { True } \\ \text { Positive } \\ \text { (TP) } \end{array}$ | False Positive (FP) |
| نِّ |  | False Negativ (FN) | True Negative Negativ (TN) |

Figure 4.14: Confusion matrix.

Table 4.1: Optimized parameters in the present analysis tabulated with the Jaccard coefficient, the signal efficiency, and the background rejection ratio when these optimized parameters were used.

| Parameter | Value |
| :---: | :---: |
| $p_{\text {pulse }}$ | 80 |
| $C_{\text {anode }}$ | 160 |
| $C_{\text {cathode }}$ | 200 |
| $\theta_{\text {tilt }}$ | 12 deg |
| Jaccard | 0.79 |
| Signal efficiency | 0.93 |
| Background rejection | 0.86 |

when the model mis-predict the events and increases when the model correctly extract the $\alpha+{ }^{10} \mathrm{C}$ events.

The four parameters were optimized by a mesh-search method to maximize the Jaccard coefficient. Figure 4.15 shows correlations of the Jaccard coefficient versus the four parameters. The optimized parameters and their Jaccard coefficients are listed in Table 4.1. The signal efficiency and background rejection ratio, defined as

$$
\begin{align*}
\text { Signal efficiency } & =\frac{N_{\mathrm{TP}}}{N_{\mathrm{TP}}+N_{\mathrm{FP}}},  \tag{4.12}\\
\text { Background rejection } & =\frac{N_{\mathrm{TN}}}{N_{\mathrm{TN}}+N_{\mathrm{FN}}} \tag{4.13}
\end{align*}
$$

are also listed in the table. Here, we note that the achieved background rejection ratio is not high compared to the signal efficiency. However, this ratio was improved to 0.99 after applying the PID to select only the $Z=2$ recoil particles as described in Sec. 4.5.


Figure 4.15: Correlations of the Jaccard coefficient versus (a) $p_{\text {pulse }}$, (b) $p_{\text {anode }}$, (c) $p_{\text {cathode }}$, and (d) $\theta_{\text {tilt }}$.

### 4.5 Particle identification of the recoil particles

As seen in Table 4.1, the present analysis with the optimized parameters cannot reject all of the background events. Further background rejection was done by the recoil PID.

The range of charged particles in the TPC gas is proportional to $E^{2} /\left(A Z^{2}\right)$, and the total charge collected by the $\mu$-PIC is proportional to the kinetic energy of the charged particles if the charged particles stop inside the sensitive volume of the TPC. Figure 4.16 shows the correlations between the total charge collected by the $\mu$-PIC and the range of the recoil particle in the measurements with the ${ }^{10} \mathrm{C}$ beam. In these figures, only the the events in which the stop point locates inside the TPC sensitive volume are presented. Figure 4.16(a) is the correlation in the measurement at a gas pressure of 500 hPa , while Fig. 4.16(b) is at 1000 hPa . In both of the plots, the loci due to the $Z=2$ particles are clearly separated from those due to $Z=1$ and $Z>2$ particles. The $Z=1$ and $Z>2$ particles are the decay products of the carbon or oxygen nuclei in the $\mathrm{CO}_{2}$ quenching gas. We selected the $Z=2$ events enclosed by the red solid lines in the figures. For the reliable track reconstruction, we set the minimum range for the recoil alpha particles at 25 mm .

If the recoil particles escaped from the sensitive volume of the TPC and hit one of the


Figure 4.16: Scatter plot of the total charge measured by $\mu$-PIC and the range of the recoil particle. The labels of " $Z=1$ ", " $Z=2$ ", and " $Z=3$ " are drawn near the loci due to the $Z=1, Z=2$, and $Z=3$ particles, respectively. (a) PID plot for the measurement with the ${ }^{10} \mathrm{C}$ beam and at a gas pressure of 500 hPa . (b) PID plot for the measurement with the ${ }^{10} \mathrm{C}$ beam and at 1000 hPa .

Si detectors, PID can be performed by the correlation between the energy measured by the Si detector and the charge collected by the $\mu$-PIC as shown in Fig. 4.17. The horizontal axis represents the charge obtained by integrating the analog pulse from Ch. 7 of the cathode FADC and the vertical axis represents the energy measured by the left down side Si detector. The loci due to the $Z=2$ particles are clearly separated from the $Z=1$ loci. The $Z=2$ particles were selected by gating events which locate in the regions enclosed by the red solid lines.

### 4.6 Reconstruction of kinematics

If the recoil alpha particle stopped inside the TPC sensitive volume, the recoil energy was determined from the range in the gas using the computer program SRIM [144]. The calculated recoil energies as a function of range in the TPC gas are plotted in Fig. 4.18. The red solid line and blue dashed lines represent the recoil energies when the gas pressure is at 500 and 1000 hPa , respectively.

When the recoil alpha particle hit one of the Si detectors, the recoil alpha energy $E_{\alpha}$ was calculated by integrating the energy loss in the TPC gas from the the position where the recoil alpha particle hit the Si detector $\left(\boldsymbol{r}_{\mathrm{Si}}\right)$ to the scattered point $\left(\boldsymbol{r}_{\mathrm{s}}\right)$ as

$$
\begin{equation*}
E_{\alpha}=E_{\mathrm{Si}}+\left.\int_{\boldsymbol{r}_{\mathrm{Si}}}^{\boldsymbol{r}_{\mathrm{s}}} \frac{d E}{d x}\right|_{E=E(\boldsymbol{r})} d \boldsymbol{r}, \tag{4.14}
\end{equation*}
$$



Figure 4.17: Correlation between the energy measured with the left down Si detector and the charge obtained by integrating the analog pulse from Ch. 7 from the cathode. The gas pressure was at 500 hPa .
where $E_{\mathrm{Si}}$ is the energy measured by the Si detector. The energy loss in the TPC gas as a function of the energy of the alpha particle was calculated by the SRIM code. The calculated $d E / d x$ values as a function of energy of the alpha particle are shown in Fig. 4.19.

The two dimensional scatter plot of the measured kinetic energy versus recoil angle in the $\alpha+{ }^{10} \mathrm{C}$ events is shown in Fig. 4.20(a). The red and blue dots represent the events in which the recoil alpha particles stopped inside the TPC sensitive volume in the measurements at 500 and 1000 hPa (denoted as " 500 hPa events" and " 1000 hPa events"), respectively. The green dots represent the events in which the recoil alpha particles hit one of the Si detectors in the measurement at 500 hPa (denoted as "Si events"). The kinematic correlation between energies and angles of the recoil alpha particles at different excitation energies $\left(E_{x}\right)$ in ${ }^{10} \mathrm{C}$ are shown by the black solid lines and the c.m. angles $\left(\theta_{\text {c.m. }}\right)$ are plotted by the black solid circles.

Owing to the active target technique, the detection threshold for the recoil alpha particles was successfully lowered down to 0.5 MeV . This detection threshold of the recoil energy is determined by the minimum range of 25 mm in the PID procedure (See Sec. 4.5).


Figure 4.18: Energies of alpha particles as a function of range in the $\mathrm{He}(96 \%)+\mathrm{CO}_{2}(4 \%)$ mixture gas calculated by SRIM [144]. The red solid line and blue dashed lines represent the recoil energies when the gas pressure is at 500 and 1000 hPa , respectively.


Figure 4.19: $d E / d x$ values of the alpha particle through the TPC gas as a function of energy of the alpha particle calculated by the SRIM code [144]. The red solid line and blue dashed lines were calculated at a gas pressure of 500 and 1000 hPa , respectively.


Figure 4.20: Two dimensional scatter plot of kinetic energy versus angle of the recoil alpha particles. The red, blue, and green dots represent the " 500 hPa events", " 1000 hPa events", and "Si events", respectively. The kinematic correlation between energies and angles of the recoil alpha particles at different excitation energies in ${ }^{10} \mathrm{C}$ are shown by the black solid lines and the c.m. angles are plotted by the black solid circles. (a) All of the $\alpha+{ }^{10} \mathrm{C}$ scattering events. (b) The elastic and inelastic scattering events to low excited states selected by the energy-loss cut condition (see Sec. 4.7).

### 4.7 Excitation-energy spectra

The excitation energy $E_{x}$ of ${ }^{10} \mathrm{C}$ and $\theta_{\text {c.m. }}$. were calculated from the measured angle and energy of the recoil alpha particle and the central energy of the ${ }^{10} \mathrm{C}$ beam ( $68 \mathrm{MeV} / \mathrm{u}$ ) using the missing-mass formulae described in Appendix B. Fig. 4.21 shows the excitationenergy spectrum obtained from the measurement when the gas pressure was at 1000 hPa . A prominent peak due to the elastic scattering was observed at $E_{x}=0 \mathrm{MeV}$ as well as small contribution from inelastic scatterings.


Figure 4.21: Excitation-energy spectrum of the $\alpha+{ }^{10} \mathrm{C}$ scattering at $68 \mathrm{MeV} / \mathrm{u}$. The spectrum was obtained from the measurement when the gas pressure was at 1000 hPa .

In the present work, we focus on the analysis of the elastic scattering and the inelastic scattering to the $2_{1}^{+}$state at $E_{x}=3.35 \mathrm{MeV}$ to deduce the neutron transition matrix element from the ground state to the $2_{1}^{+}$state. Therefore, contributions from the highly excited states above the particle decay threshold at $E_{x}=3.37 \mathrm{MeV}$, which may overlap onto the $2_{1}^{+}$region, should be excluded. As discussed in Sec. 4.1.1, the elastic scattering and the inelastic scattering exciting the $2_{1}^{+}$state can be distinguished from the inelastic scattering exciting the highly excited states at $E_{x}>3.73 \mathrm{MeV}$ by using the information on the energy loss obtained from the anode FADCs. Since both the incident and scattered particles are ${ }^{10} \mathrm{C}$ in the elastic scattering and the inelastic scattering exciting the $2_{1}^{+}$state, the energy losses of these particles per unit length in the TPC gas are almost same. On the other hand, highly excited states above the threshold immediately decay to $2 \alpha+2 p$ particles. Since the energy loss of the $2 \alpha+2 p$ particles is about $1 / 3$ of the incident ${ }^{10} \mathrm{C}$, the energy loss after the scattering point become smaller than before the scattering point when $E_{x}>3.73 \mathrm{MeV}$. Figure 4.22 shows the correlation between the pulse heights of the analog signals from the most downstream channel (Ch. 0) and the most upstream channel (Ch. 7) in the anode. Figures 4.22 (a) and (b) are the correlations at 500 hPa and 1000 hPa ,
respectively. We selected the low-excitation events at $E_{x}<3.73 \mathrm{MeV}$ by gating the region enclosed by the red solid lines. On the other hand, the high-excitation events at $E_{x}>3.73$ MeV were selected by gating the region enclosed by the cyan dashed lines. Figure 4.20(a) is the scatter plot before applying the gate and Figure 4.20 (b) is that after applying the gate to select the low-excitation events. With the above gate condition, only low-lying states below the particle decay threshold were successfully selected. The excitation-energy spectra of the low-excitation events at different $\theta_{\text {c.m. }}$ and the high-excitation events are shown in Figs. 4.23 and 4.24 , respectively.


Figure 4.22: Correlation between the pulse heights of the analog signals from the most downstream (vertical axis) and the most upstream (horizontal axis) channels in anode. (a) Measurement at 500 hPa with ${ }^{10} \mathrm{C}$ beam. (b) Measurement at 1000 hPa with ${ }^{10} \mathrm{C}$ beam.

The excitation-energy spectra at $4.0^{\circ}<\theta_{\text {c.m. }}<5.0^{\circ}$ and $5.8^{\circ}<\theta_{\text {c.m. }}<7.2^{\circ}$ in Fig. 4.23 were obtained by selecting the low-energy recoil alpha particles, which stopped inside the sensitive volume of the TPC , when the gas pressure was 500 and 1000 hPa (" 500 hPa events" and " 1000 hPa events"). The excitation-energy spectra at $9.0^{\circ}<\theta_{\text {c.m. }}<16.0^{\circ}$ were obtained by selecting the high-energy recoil alpha particles, which were detected by one of the Si detectors, when the gas pressure was 500 hPa ("Si events").

The prominent peaks due to the ground state are observed with a small contributions from the $2_{1}^{+}$state at $E_{x}=3.35 \mathrm{MeV}$. The excitation-energy resolution for the ground state is 0.9 MeV in sigma at $4.0^{\circ}<\theta_{\text {c.m. }}<4.5^{\circ}$. The resolution becomes worse to 2.0 MeV at $14.0^{\circ}<\theta_{\text {c.m. }}<16.0^{\circ}$. This is because the kinematic condition depends on the c.m. angles. As seen from Fig. 4.20, the distances between the black solid lines at different excitation energies are smaller at backward c.m. angles, and thus the excitation-energy resolution becomes worse. The kinematic curves are almost vertical at $3^{\circ}<\theta_{\text {c.m. }}<20^{\circ}$. This means that the excitation-energy resolution is determined mainly from the angular resolution for the recoil alpha particle.

By fitting two Gaussians to each spectrum, the yields of the ground and $2_{1}^{+}$states at each c.m. angle were obtained. The distances between the centers of the Gaussians were fixed at 3.35 MeV . In Fig. 4.23 , the Gaussians for the ground and $2_{1}^{+}$states are plotted by the blue dashed and the green dotted lines, respectively. The sum of the two Gaussians are plotted by the red solid lines. The values of the reduced chi square ( $\chi^{2} / \mathrm{ndf}$ ) of the fitting are given in each histogram. The yields for the $2_{1}^{+}$state at $4.0^{\circ}<\theta_{\text {c.m. }}<5.0^{\circ}$ were not reliably determined because cross sections for the $2_{1}^{+}$state are very small compared to those for the ground state. Therefore, the yields of the $2_{1}^{+}$state were deduced at $\theta_{\text {c.m. }}>5.8^{\circ}$ only, and the yields of the ground state at $4.0^{\circ}<\theta_{\text {c.m. }}<5.0^{\circ}$ were obtained neglecting the tiny contributions from the $2_{1}^{+}$state.


Figure 4.23: Excitation-energy spectra of the low-excitation events at different c.m. angles fitted by the two Gaussian functions. The blue dashed and the green dotted lines are the Gaussians due to the ground and $2_{1}^{+}$states at $E_{x}=3.35 \mathrm{MeV}$, respectively. The sums of the two Gaussians are plotted by the red solid lines.


Figure 4.24: Excitation-energy spectra of the high-excitation events. The spectra of "500 hPa events", " 1000 hPa events", and "Si events" are plotted in the top, middle, and bottom panels, respectively. The blue vertical lines show the $2 \alpha+2 p$ threshold at $E_{x}=3.73 \mathrm{MeV}$.

### 4.8 Efficiency simulation

The geometrical detection efficiency and the track reconstruction efficiency of MAIKo were estimated from a Monte Carlo simulation. In the simulation, $\alpha+{ }^{10} \mathrm{C}$ events were generated. Positions and angles of incident ${ }^{10} \mathrm{C}$ particles, positions of scattering points, polar ( $\theta_{\text {lab. }}$ ) and azimuthal ( $\phi$ ) angles, and energies $\left(E_{\alpha}\right)$ of recoil alpha particles in the laboratory frame were randomly generated. "True values" of scattering angles in the c.m. system $\theta_{\text {c.m. }}^{t}$ and excitation energies $E_{x}^{t}$ were calculated from $\theta_{\text {lab. }}, E_{\alpha}$, and the ${ }^{10} \mathrm{C}$ energy. The spot size of the beam at the entrance of the TPC was set at 5 mm in sigma for both the horizontal and vertical positions. The energy of incident ${ }^{10} \mathrm{C}$ particles was fixed at $68 \mathrm{MeV} / \mathrm{u}$. The incident angular spread of the beam were set at 6 mrad (horizontal) and 15 mrad (vertical) in sigma. These parameters were determined according to those measured by the beamline MWDCs.

Primary electrons were generated along the trajectories of the incident and scattered ${ }^{10} \mathrm{C}$ particles and the recoil alpha particles according to the SRIM calculation. The straggling of the recoil alpha particles through the TPC gas was considered. These primary electrons drifted towards the $\mu$-PIC taking into account the transverse and longitudinal diffusions of the electrons. The diffusion coefficients were calculated with the computer code Magboltz [145]. An example of the generated trajectories of the incident and scattered ${ }^{10} \mathrm{C}$ and recoil alpha particle are plotted by the red lines in Fig. 4.25. In this example, $\theta_{\text {lab }}$. and $\phi$ of the recoil alpha particle are $85.4^{\circ}$ and $60^{\circ}$, respectively. The recoil energy is 0.7 MeV .


Figure 4.25: The simulated (a) anode and (b) cathode images of an $\alpha+{ }^{10} \mathrm{C}$ scattering. In this event, $\theta_{\text {lab. }}=85.4^{\circ}, \phi=60^{\circ}$, and $E_{\alpha}=0.7 \mathrm{MeV}$. The generated trajectories are plotted by the red lines.

The analog signal from the $\mu$-PIC for a single electron including the gas amplification on the electrodes and the response of the readout circuit was simulated using the computer code Garfield++ [146]. Figure 4.26 shows the average of the simulated waveforms over 2,000 events divided by the gas gain as a function of time [147]. The arrival time of the electrons at
the $\mu$-PIC was folded by the analog signal for a single electron in Fig. 4.26, multiplied by the gas gain to simulate the induced signals in the scattering event. In the present simulation, the gas gain was assumed to have the Polya distribution according to Ref. [147]. The simulated signals were virtually processed and the anode and cathode images were generated as shown in Fig. 4.25.


Figure 4.26: Averaged analog signal of the $\mu$-PIC in the simulation for a single electron including the gas amplification processes on the electrodes and the response of the readout board [147]. The pulse height was divided by the gas gain.

The generated images were analyzed in the same manner as done for the real data, and the excitation energies $E_{x}$ and the scattering angles $\theta_{\text {c.m. }}$ were determined. The reconstructed excitation-energy spectrum for $-0.3<E_{x}^{t}<0.3 \mathrm{MeV}$ at $6.5^{\circ}<\theta_{\text {c.m. }}^{t}<6.9^{\circ}$ is shown in Fig. 4.27. The excitation-energy resolution at $E_{x}^{t}=0 \mathrm{MeV}$ is 1.2 MeV in sigma, which is almost same with the experimental result of 1.1 MeV in Fig. 4.23. According to the simulation, this resolution is limited by the angular straggling of the recoil alpha particles.

At each ( $E_{x}^{t}, \theta_{\text {c.m. }}^{t}$ ), the number of events reconstructed as a scattering event was divided by the number of the generated events at $\left(E_{x}^{t}, \theta_{\text {c.m. }}^{t}\right)$ to estimate the detection and track reconstruction efficiencies $\epsilon\left(E_{x}^{t}, \theta_{\text {c.m. }}^{t}\right)$. The obtained efficiencies as a function of $E_{x}^{t}$ and $\theta_{\text {c.m. }}^{t}$ are shown in Fig. 4.28. The top, middle, and bottom panels shows the efficiencies for the " 500 hPa events", "1000 hPa events", and "Si events", respectively.


Figure 4.27: Reconstructed excitation-energy spectrum for $-0.3<E_{x}^{t}<0.3 \mathrm{MeV}$ at $6.5^{\circ}<\theta_{\text {c.m. }}^{t}<6.9^{\circ}$ in the simulation.


Figure 4.28: Geometrical detection and track reconstruction efficiency as a function of $E_{x}^{t}$ and $\theta_{\text {c.m. }}^{t}$. (a) " 500 hPa events", (b)"1000 hPa events", and (c)"Si events".

### 4.9 Differential cross sections

Finally, the differential cross sections for the elastic scattering and the inelastic scattering to the $2_{1}^{+}$state at $E_{x}=3.35 \mathrm{MeV}$ were obtained by

$$
\begin{equation*}
\frac{d \sigma}{d \Omega}\left(E_{x}, \theta_{\text {c.m. }}\right)=\frac{d N\left(E_{x}, \theta_{\text {c.m. }}\right)}{2 \pi \sin \theta_{\text {c.m. }} d \theta_{\text {c.m. }}} \times \frac{1}{\epsilon\left(E_{x}^{t}, \theta_{\text {c.m. }}^{t}\right) N_{\text {beam }} N_{\text {target }} t_{\text {live }}} \tag{4.15}
\end{equation*}
$$

Here, $d N\left(E_{x}, \theta_{\text {c.m. }}\right)$ is the yield of the ground or $2_{1}^{+}$state. $\epsilon\left(E_{x}, \theta_{\text {c.m. }}\right)$ is the detection and track reconstruction efficiency estimated by the simulation. $N_{\text {beam }}$ is the number of the incident ${ }^{10} \mathrm{C}$ beam measured by the F3PL. $N_{\text {target }}$ is the number of the ${ }^{4} \mathrm{He}$ atom per unit area. $t_{\text {live }}$ is the live time ratio of the DAQ. Figure 4.29 shows the obtained differential cross sections of the elastic scattering and the inelastic scattering to the $2_{1}^{+}$state. The numerical values of the differential cross sections are listed in Appendix D.


Figure 4.29: Differential cross sections of the $\alpha+{ }^{10} \mathrm{C}$ elastic (solid circles) and inelastic scattering to the $2_{1}^{+}$state at $E_{x}=3.35 \mathrm{MeV}$ (open squares). The cross section of the elastic scattering calculated with the optical-model potential is plotted by the solid line. The cross section of the inelastic scattering obtained by the DWBA calculation is plotted by the dashed line.

### 4.10 Accuracy of the present analysis evaluated by the $\alpha+{ }^{12} \mathrm{C}$ elastic scattering

### 4.10 Accuracy of the present analysis evaluated by the $\alpha+{ }^{12} \mathbf{C}$ elastic scattering

The differential cross sections of the $\alpha+{ }^{12} \mathrm{C}$ elastic scattering were measured with the present experimental setup and the ${ }^{12} \mathrm{C}$ primary beam in order to check the accuracy of the present analysis by comparing the present result with the previous result reported in Ref. [143].

In the present measurement, the ${ }^{12} \mathrm{C}$ primary beam was slowed down from $96 \mathrm{MeV} / \mathrm{u}$ to $94 \mathrm{MeV} / \mathrm{u}$ before entering of MAIKo due to the beamline detectors. The present cross section was obtained with the same analysis procedures with the $\alpha+{ }^{10} \mathrm{C}$ scattering described in the present chapter.

The previous data was measured at RCNP using a ${ }^{4} \mathrm{He}$ beam at $386 \mathrm{MeV}(96.5 \mathrm{MeV} / \mathrm{u})$ and the magnetic spectrometer Grand Raiden (GR) [148]. The two results are compared in Fig. 4.30. The solid circles and open squares represent the cross sections from the present and previous measurements, respectively. The uncertainties of the cross section were statistical only.


Figure 4.30: Differential cross sections for the $\alpha+{ }^{12} \mathrm{C}$ elastic scattering. The solid circles are the cross sections measured with MAIKo in the present work and the open squares represent the cross sections measured with the ${ }^{4} \mathrm{He}$ beam in the previous work [143]. The solid line connecting the open squares is drawn for guiding eyes.

The fractional differences between the present and previous results $\left[(d \sigma / d \Omega)_{\text {MAIKo }}\right.$ $\left.(d \sigma / d \Omega)_{\mathrm{GR}}\right] /(d \sigma / d \Omega)_{\text {MAIKo }}$ at various c .m. angles are plotted in Fig. 4.31. The present result agrees with the previous result qualitatively but it is systematically smaller than the previous result by $10 \%$ in average. The fractional differences fluctuate $\pm 16 \%$ around the av-
erage value, which is much larger than the typical statistical uncertainties of a few percent. The uncertainty of the target density is smaller than $1 \%$ and the uncertainty in counting the incident beam particles using a plastic scintillator is typically $1 \%$. Therefore, this fluctuation is considered to be mainly because of the uncertainty in estimating the detection and track reconstruction efficiency with the simulation. To incorporate uncertainty from the simulation, we simply added the $16 \%$ fractional uncertainty to the statistical uncertainty in quadrature in the following analysis. The error bars in Fig. 4.29 are plotted according to both the statistical and fractional uncertainties.


Figure 4.31: Fractional differences of the $\alpha+{ }^{12} \mathrm{C}$ elastic scattering cross sections between the present and previous results [143].

## | 5 DWBA ANALYSIS

The measured $\alpha+{ }^{10} \mathrm{C}$ cross sections were compared with distorted wave Born-approximation (DWBA) calculations to extract the neutron transition matrix element $M_{n}$. First, the cross section of the elastic scattering was analyzed to obtain the effective $\alpha-N$ interaction. The transition potential to the $2_{1}^{+}$state was constructed by folding the obtained effective interaction with the macroscopic transition density. The $M_{n}$ value was then determined to reproduce the cross section of the inelastic scattering. The DWBA calculations were performed using a computer code ECIS-95 [149].

### 5.1 Single-folding model and effective $\alpha-N$ interaction

The optical-model potential $U(\boldsymbol{r})$ for the $\alpha+{ }^{10} \mathrm{C}$ elastic scattering at $68 \mathrm{MeV} / \mathrm{u}$ was obtained by integrating a phenomenological $\alpha-N$ effective interaction $u$ over the ${ }^{10} \mathrm{C}$ nucleus (singlefolding model):

$$
\begin{equation*}
U(\boldsymbol{r})=\int \Phi_{c}^{*}\left(\boldsymbol{r}_{1}, \boldsymbol{r}_{\mathbf{2}}, \ldots, \boldsymbol{r}_{\boldsymbol{A}}\right) \sum_{i=1}^{A} u\left(\left|\boldsymbol{r}-\boldsymbol{r}_{\boldsymbol{i}}\right|\right) \Phi_{c}\left(\boldsymbol{r}_{\mathbf{1}}, \boldsymbol{r}_{\mathbf{2}}, \ldots, \boldsymbol{r}_{\boldsymbol{A}}\right) d \boldsymbol{r}_{\mathbf{1}} d \boldsymbol{r}_{\mathbf{2}} \cdots d \boldsymbol{r}_{\boldsymbol{A}} \tag{5.1}
\end{equation*}
$$

Here, $\Phi_{c}\left(\boldsymbol{r}_{\mathbf{1}}, \boldsymbol{r}_{\mathbf{2}}, \ldots, \boldsymbol{r}_{\boldsymbol{A}}\right)$ is the wave function of the ground state in ${ }^{10} \mathrm{C}$ with $A=10$ and $\boldsymbol{r}$ represents the position of the alpha particle from the center of the ${ }^{10} \mathrm{C}$ nucleus (see Fig. 5.1). $r_{i}$ is the position of the $i$-th nucleon in ${ }^{10} \mathrm{C}$ with respect to the center of the ${ }^{10} \mathrm{C}$ nucleus. Using delta functions, Eq. (5.1) yields

$$
\begin{align*}
U(\boldsymbol{r}) & =\int \Phi_{c}^{*}\left(\boldsymbol{r}_{1}, \boldsymbol{r}_{2}, \ldots, \boldsymbol{r}_{\boldsymbol{A}}\right) \sum_{i=1}^{A} u\left(\left|\boldsymbol{r}-\boldsymbol{r}^{\prime}\right|\right) \delta\left(\boldsymbol{r}^{\prime}-\boldsymbol{r}_{\boldsymbol{i}}\right) \Phi_{c}\left(\boldsymbol{r}_{\mathbf{1}}, \boldsymbol{r}_{2}, \ldots, \boldsymbol{r}_{\boldsymbol{A}}\right) d \boldsymbol{r}_{1} d \boldsymbol{r}_{2} \cdots d \boldsymbol{r}_{\boldsymbol{A}} d \boldsymbol{r}^{\prime} \\
& =\int \rho\left(\boldsymbol{r}^{\prime}\right) u\left(\left|\boldsymbol{r}-\boldsymbol{r}^{\prime}\right|\right) d \boldsymbol{r}^{\prime} \tag{5.2}
\end{align*}
$$

with $\rho\left(\boldsymbol{r}^{\prime}\right)$ is the point-nucleon density distribution of the ${ }^{10} \mathrm{C}$ ground state:

$$
\begin{align*}
\rho\left(\boldsymbol{r}^{\prime}\right) & \equiv \int \Phi_{c}^{*}\left(\boldsymbol{r}_{\mathbf{1}}, \boldsymbol{r}_{\mathbf{2}}, \ldots, \boldsymbol{r}_{\boldsymbol{A}}\right) \sum_{i=1}^{A} \delta\left(\boldsymbol{r}^{\prime}-\boldsymbol{r}_{\boldsymbol{i}}\right) \Phi_{c}\left(\boldsymbol{r}_{\mathbf{1}}, \boldsymbol{r}_{\mathbf{2}}, \ldots, \boldsymbol{r}_{\boldsymbol{A}}\right) d \boldsymbol{r}_{\mathbf{1}} d \boldsymbol{r}_{\mathbf{2}} \cdots d \boldsymbol{r}_{\boldsymbol{A}} \\
& =\left\langle\Phi_{c}\right| \sum_{i=1}^{A} \delta\left(\boldsymbol{r}^{\prime}-\boldsymbol{r}_{\boldsymbol{i}}\right)\left|\Phi_{c}\right\rangle . \tag{5.3}
\end{align*}
$$

Since the spin parity of the ground state in ${ }^{10} \mathrm{C}$ is $0^{+}$, only the transferred angular momentum of $\Delta L=0$ is allowed, and thus the wave function and the density distribution of the ground state are treated as spherically symmetric hereafter.


Figure 5.1: Definition of the spacial coordinates in Eq. (5.2).

We parametrize the phenomenological $\alpha-N$ interaction as in Ref. [150]:

$$
\begin{align*}
u\left(\left|\boldsymbol{r}-\boldsymbol{r}^{\prime}\right|\right)= & -V\left[1+\beta \rho^{2 / 3}\left(r^{\prime}\right)\right] \mathrm{e}^{-\left|\boldsymbol{r}-\boldsymbol{r}^{\prime}\right|^{2} / \alpha_{V}^{2}} \\
& -i W\left[1+\beta \rho^{2 / 3}\left(r^{\prime}\right)\right] \mathrm{e}^{-\left|\boldsymbol{r}-\boldsymbol{r}^{\prime}\right|^{2} / \alpha_{W}^{2}} \tag{5.4}
\end{align*}
$$

The parameters $V$ and $W$ are the strengths of the real and imaginary interactions, respectively. $\beta$ is the density dependence parameter of the effective interaction. $\alpha_{V}$ and $\alpha_{W}$ are the range parameters of the real and imaginary interactions. These parameters are dependent on the incident energy and nucleus. Therefore, they have to be determined phenomenologically. Here, we note that the definition of $\alpha_{V}$ and $\alpha_{W}$ are changed from Ref. [150] so that they have the dimension of the length.

In the present analysis, it is assumed that the range parameters of the real and imaginary interactions are the same $\left(\alpha_{V}=\alpha_{W}=\alpha\right)$, and the effective interaction is density independent $(\beta=0)$. According to a previous study [143], the density dependent $(\beta \neq 0)$ and independent interactions give almost the same cross sections for the $2_{1}^{+}$states in the DWBA calculations once the parameters of the effective interaction are determined to reproduce the cross sections of the elastic scattering. Thus, we chose the density independent interaction for simplicity.

### 5.2 Determination of the range parameter

In an usual analysis as in Refs. [143, 151], the density distribution of the ground state is already determined from the electron scattering experiments, and only the effective interaction is optimized to reproduce the alpha elastic scattering. However, the density distribution of the ground state in ${ }^{10} \mathrm{C}$ has not been obtained from the electron scattering, both the effective interaction and the density distribution must be determined at the same time. Unfortunately, the effective interaction and the density distribution are not fully decoupled in the calcula-

Table 5.1: Effective interaction parameters for the $\alpha+{ }^{12} \mathrm{C}$ scattering at $60 \mathrm{MeV} / \mathrm{u}$.

| Parameter | Value |
| :---: | :---: |
| $\alpha$ | 2.13 fm |
| $V$ | 17.9 MeV |
| $W$ | 6.96 MeV |

tion of the cross section. Especially, the range parameter $\alpha$ in the effective interaction and the radius of the ${ }^{10} \mathrm{C}$ nucleus are strongly coupled. Therefore, these parameters can not be determined uniquely.

In this analysis, the range parameter $\alpha$ was determined not from the present $\alpha+{ }^{10} \mathrm{C}$ elastic scattering data, but from the previous $\alpha+{ }^{12} \mathrm{C}$ elastic scattering data at $60 \mathrm{MeV} / \mathrm{u}$ measured in the Texas A\&M K500 superconducting cyclotron facility [152].

The previous data was analyzed using the density independent effective interaction described in Sec. 5.1. The point-nucleon density distribution of the ground state in ${ }^{12} \mathrm{C}$ was calculated from the charge distribution obtained by the electron scattering experiment as described in Appendix C.

The point-nucleon density distribution is a sum of the point-proton and point-neutron distributions. In the case of ${ }^{12} \mathrm{C}$, the point-neutron distribution was assumed to be the same as the point-proton distribution because the charge symmetry is approximately established in light nuclei. The effective interaction parameters $V, W$, and $\alpha$ in Eq. (5.4) were determined so as to minimize the chi-square $\left(\chi^{2}\right)$ between the experimental and theoretical differential cross section:

$$
\begin{equation*}
\chi^{2}=\sum_{i}\left(\frac{y_{i}^{\exp }-y_{i}^{\text {cal }}}{\Delta y_{i}}\right)^{2}, \tag{5.5}
\end{equation*}
$$

where $y_{i}^{\exp }, y_{i}^{\exp }$, and $\Delta y_{i}$ are the $i$-th experimental value of the cross section, cross section calculated by the optical-model potential, and uncertainty of the cross section, respectively. The optimization of the parameters were performed using the Nelder-Mead algorithm [153] implemented in the SciPy library [154]. The obtained parameters are listed in Table 5.1. The differential cross section calculated using the optimized parameters are compared with the experimental data in Fig. 5.2. The optical-model calculation reasonably reproduces the experimental cross section. We used the same range parameter $\alpha$ in analyzing the $\alpha+{ }^{10} \mathrm{C}$ scattering data.


Figure 5.2: Differential cross section of the $\alpha+{ }^{12} \mathrm{C}$ elastic scattering at $60 \mathrm{MeV} / \mathrm{u}$. The black solid circle and the red solid line represent the experimental data from Ref. [152] and optical single-folding model calculation, respectively.

### 5.3 Analysis of $\alpha+{ }^{10} \mathbf{C}$ elastic scattering

The point-nucleon distribution of the ground state in ${ }^{10} \mathrm{C}$ was parametrized with the threeparameter Gaussian (3pG) function:

$$
\begin{equation*}
\rho(r)=\frac{\rho_{0}\left(1+w r^{2} / c^{2}\right)}{1+\mathrm{e}^{\left(r^{2}-c^{2}\right) / z^{2}}}, \tag{5.6}
\end{equation*}
$$

where $c, z$, and $w$ are the parameters of the 3 pG function. The normalization factor $\rho_{0}$ is determined so that it satisfies the relation:

$$
\begin{equation*}
4 \pi \int \rho(r) r^{2} d r=A \tag{5.7}
\end{equation*}
$$

where $A=10$ is the mass number of ${ }^{10} \mathrm{C}$. Note that while the point-nucleon density distribution of ${ }^{12} \mathrm{C}$ was deduced from the experimental results, the point-nucleon density distribution of ${ }^{10} \mathrm{C}$ was unknown.

The parameters $V$ and $W$ for the $\alpha-N$ effective interaction and the 3 pG parameters $c$, $z$, and $w$ were optimized so as to minimize the $\chi^{2}$ of the cross section of the $\alpha+{ }^{10} \mathrm{C}$ elastic scattering, keeping the range parameter $\alpha$ at 2.13 fm which was taken from the $\alpha+{ }^{12} \mathrm{C}$ elastic scattering analysis. The optimized parameters are listed in Table 5.2, and the calculated cross section using these parameters is plotted by the solid line in Fig. 4.29. The reduced

Table 5.2: Optimized parameters for the $\alpha-N$ effective interaction and the point-nucleon distribution of the ground state in ${ }^{10} \mathrm{C}$ in the present analysis.

| Interaction |  |  |  | 3 pG |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $\alpha(\mathrm{fm})$ | $V(\mathrm{MeV})$ | $W(\mathrm{MeV})$ | $c(\mathrm{fm})$ | $z(\mathrm{fm})$ | $w$ | $\mathrm{rms}(\mathrm{fm})$ |  |
| 2.13 (fixed) | $25.8_{-2.1}^{+3.1}$ | $17.0_{-2.0}^{+2.7}$ | 0.21 | 1.98 | $-1.8 \times 10^{-4}$ | $2.6 \pm 0.3$ |  |

chi-square of the fitting $\chi^{2} / \nu$, where $\nu$ is the number of degrees of freedom, is $4.98 / 5$, which means that the optical-model calculation reasonably reproduce the experimental data.

The standard uncertainties of $V$ and $W$ in Table 5.2 were estimated by allowing to increase the $\chi^{2}$ value from the minimized value in the range

$$
\begin{equation*}
\chi^{2} \leq \chi_{\min }^{2}+\Delta \chi^{2} \tag{5.8}
\end{equation*}
$$

When one parameter was varied, the other parameters were determined to minimize the $\chi^{2}$ value. Then, $\Delta \chi^{2}$ obeys the $\chi^{2}$ probability distribution for 1 degree of freedom. Thus, when $\Delta \chi^{2}$ is equal to 1 , the variation of the parameter corresponds to the uncertainty at a confidence level of $68.3 \%$. Figure 5.3 shows the $\chi^{2}$ value as functions of the strengths of the effective $\alpha-N$ interaction: (a) $V$ and (b) $W$. The $\chi^{2}$ lines at $\chi_{\min }^{2}+1$ are indicated by the red solid lines. The uncertainties of $V$ and $W$ in Table 5.2 were obtained from the ranges where $\chi^{2} \leq \chi_{\text {min }}^{2}+1$.


Figure 5.3: $\quad \chi^{2}$ values as functions of interaction strengths: (a) $V$ and (b) $W$.

The obtained point-nucleon distribution of the ground state in ${ }^{10} \mathrm{C}$ is plotted in Fig. 5.4. The vertical axes of the left and right panels represent $\rho(r)$ and $r^{2} \rho(r)$, respectively. The point-nucleon distribution expressed by the best-fit 3 pG function is plotted by the blue
solid line associated with its error band. The error band was estimated as an envelope with $\Delta \chi^{2} \leq 3.5$ when the three parameters $c, z$, and $w$ in the 3 pG function were randomly varied. $\Delta \chi^{2}$ for multi parameters obeys the $\chi^{2}$ distribution of $\nu$ degrees of freedom, where $\nu$ is the number of free parameters [155]. At a confidence level of $68.3 \%, \Delta \chi^{2}$ for the three parameters $c, z$, and $w$ in the 3 pG function is 3.5 . When the three parameters were varied, $V$ and $W$ were optimized to minimize $\chi^{2}$. The uncertainty of $\rho(r)$ is large at small $r$ because the present measurement is limited at forward angles in the c.m. frame.


Figure 5.4: Point-nucleon distribution of the ground state in ${ }^{10} \mathrm{C}$. Left panel: $\rho(r)$ as a function of $r$. Right panel: $r^{2} \rho(r)$ as a function of $r$. The density distribution obtained from the present work is shown by the blue solid line associated with the error band. The black dashed lines represent the density distribution calculated by AMD [156].

The obtained point-nucleon density distribution was compared with the theoretical prediction by the antisymmetrized molecular dynamics (AMD) model [156] which is plotted by the black dashed lines in Fig .5.4. The present result is consistent with the AMD calculation within the error band. The root-mean-square (RMS) radius of the point-nucleon distribution, defined as

$$
\begin{equation*}
\sqrt{\left\langle r^{2}\right\rangle}=\frac{\int r^{4} \rho(r) d r}{\int r^{2} \rho(r) d r}, \tag{5.9}
\end{equation*}
$$

is compared between the present result, previous experiments obtained by the proton elastic scattering [94] and the interaction cross section [157], and the AMD calculation [156] in Table 5.3. The present rms value is consistent with those from the proton elastic scattering experiment [94] and the AMD calculation, but slightly larger than that from the interaction cross section measurement [157].

Table 5.3: Comparison of the RMS radii of the ground state in ${ }^{10} \mathrm{C}$ obtained from the present and previous works.

| Present | $2.6 \pm 0.3 \mathrm{fm}$ |
| :---: | :---: |
| Proton elastic scattering [94] | $2.42 \pm 0.10 \mathrm{fm}$ |
| Interaction cross section [157] | $2.27 \pm 0.03 \mathrm{fm}$ |
| AMD calculation [156] | 2.52 fm |

### 5.4 Analysis of $\alpha+{ }^{10} \mathrm{C}$ inelastic scattering to the $2_{1}^{+}$ state

In order to calculate the differential cross section of alpha inelastic scatterings using DWBA, we need to determine the transition potential $\delta U(r)$, which is defined as

$$
\begin{equation*}
\delta U(\boldsymbol{r})=\int \Phi_{c^{\prime}}^{*}\left(\boldsymbol{r}_{\mathbf{1}}, \boldsymbol{r}_{\mathbf{2}}, \ldots, \boldsymbol{r}_{\boldsymbol{A}}\right) \sum_{i=1}^{A} u\left(\left|\boldsymbol{r}-\boldsymbol{r}_{\boldsymbol{i}}\right|\right) \Phi_{c}\left(\boldsymbol{r}_{\mathbf{1}}, \boldsymbol{r}_{\mathbf{2}}, \ldots, \boldsymbol{r}_{\boldsymbol{A}}\right) d \boldsymbol{r}_{\mathbf{1}} d \boldsymbol{r}_{\boldsymbol{2}} \cdots d \boldsymbol{r}_{\boldsymbol{A}} \tag{5.10}
\end{equation*}
$$

where $\Phi_{c^{\prime}}^{*}\left(\boldsymbol{r}_{1}, \boldsymbol{r}_{2}, \ldots, \boldsymbol{r}_{\boldsymbol{A}}\right)$ is the wave function of the excited state. The effective interaction parameters are the same as those determined in Sec. 5.3. Using a delta function, one obtains

$$
\begin{align*}
\delta U(\boldsymbol{r}) & =\int \Phi_{c^{\prime}}^{*}\left(\boldsymbol{r}_{\mathbf{1}}, \boldsymbol{r}_{\mathbf{2}}, \ldots, \boldsymbol{r}_{\boldsymbol{A}}\right) \sum_{i=1}^{A} u\left(\left|\boldsymbol{r}-\boldsymbol{r}^{\prime}\right|\right) \delta\left(\boldsymbol{r}^{\prime}-\boldsymbol{r}_{\boldsymbol{i}}\right) \Phi_{c}\left(\boldsymbol{r}_{\mathbf{1}}, \boldsymbol{r}_{\mathbf{2}}, \ldots, \boldsymbol{r}_{\boldsymbol{A}}\right) d \boldsymbol{r}_{\mathbf{1}} d \boldsymbol{d} \boldsymbol{r}_{\mathbf{2}} \cdots d \boldsymbol{r}_{\boldsymbol{A}} d \boldsymbol{r}^{\prime} \\
& =\int \delta \rho(\boldsymbol{r}) u\left(\left|\boldsymbol{r}-\boldsymbol{r}^{\prime}\right|\right) d \boldsymbol{r}^{\prime} \tag{5.11}
\end{align*}
$$

$\delta \rho(r)$ is the transition density between the ground and excited states which is defined as

$$
\begin{equation*}
\delta \rho(\boldsymbol{r}) \equiv \int \Phi_{c^{\prime}}^{*}(\xi) \sum_{i=1}^{A} \delta\left(\boldsymbol{r}-\boldsymbol{r}_{\boldsymbol{i}}\right) \Phi_{c}(\xi) d \xi=\left\langle\Phi_{\boldsymbol{c}^{\prime}}\right| \sum_{i=1}^{A} \delta\left(\boldsymbol{r}-\boldsymbol{r}_{\boldsymbol{i}}\right)\left|\Phi_{c}\right\rangle . \tag{5.12}
\end{equation*}
$$

The transition density expresses the overlap of the wave functions between the initial and final states. It can be expanded with the sum of different multipoles as [158]

$$
\begin{equation*}
\delta \rho(\boldsymbol{r})=\sum_{\lambda} \delta \rho^{(\lambda)}(r) \sum_{\mu} Y_{\lambda \mu}^{*}(\hat{\boldsymbol{r}})\left\langle J_{c} M_{c} \lambda \mu \mid J_{c^{\prime}} M_{c^{\prime}}\right\rangle, \tag{5.13}
\end{equation*}
$$

where $J_{c, c^{\prime}}$ and $M_{c, c^{\prime}}$ represent the angular momenta and magnetic quantum numbers. The Clebsch-Gordan coefficients have the non-zero values only when $\lambda$ and $\mu$ take $\left|J_{c^{\prime}}-J_{c}\right| \leq$ $\lambda \leq\left|J_{c^{\prime}}+J_{c}\right|$ and $\mu=M_{c^{\prime}}-M_{c}$. For the transition from the $0_{1}^{+}$state to the $2_{1}^{+}$state, only the $\lambda=2$ terms have non-zero values.

In the present analysis, the macroscopic model [159] was used. The macroscopic model treats the nuclear excitation modes as small-amplitude collective oscillations of a liquid drop
about its equilibrium shape. Using this model, the quadrupole transition $(\Delta L=2)$ density from the ground state to the $2_{1}^{+}$state is given as

$$
\begin{equation*}
\delta \rho_{n(p)}^{(2)}(r)=-\delta_{n(p)} \frac{d}{d r} \rho_{n(p)}(r), \tag{5.14}
\end{equation*}
$$

where $\delta_{n(p)}$ is the deformation length for neutron (proton), and $\rho_{n(p)}(r)$ is the point density distribution of neutron (proton) of the ground state in ${ }^{10} \mathrm{C}$. Assuming that the neutron and proton distributions have the same shape, one can obtain the point proton and neutron distribution:

$$
\begin{align*}
\rho_{p}(r) & =\frac{Z}{A} \rho(r)  \tag{5.15}\\
\rho_{n}(r) & =\frac{N}{A} \rho(r) . \tag{5.16}
\end{align*}
$$

The density distribution $\rho(r)$ is expressed by Eq. (5.6) with the parameters in Table 5.2.
The quadrupole transition matrix element of neutron (proton) was calculated from the transition density with

$$
\begin{equation*}
M_{n(p)}=\int r^{4} \delta \rho_{n(p)}^{(2)}(r) d r . \tag{5.17}
\end{equation*}
$$

The reduced electromagnetic transition rate $B\left(E 2 ; 0_{1}^{+} \rightarrow 2_{1}^{+}\right)$is related to the proton transition matrix element $M_{p}$ by

$$
\begin{equation*}
B\left(E 2 ; 0_{1}^{+} \rightarrow 2_{1}^{+}\right)=e^{2}\left|M_{p}\right|^{2} . \tag{5.18}
\end{equation*}
$$

Here we note that since a proton is not a point-like particle strictly, its charge form factor should be taken into account when $M_{p}$ is compared with $B\left(E 2 ; 0_{1}^{+} \rightarrow 2_{1}^{+}\right)$in principle. However, the difference of $M_{p}$ calculated directly from the point-proton distribution and that calculated from the charge distribution obtained by applying Eq. (C.3) to the 3pG pointproton distribution is only $1.9 \%$. Since this difference is much smaller than the uncertainties of $M_{n}$ described below, we calculated $M_{p}$ directly from the point-proton distribution for simplicity. The proton deformation length $\delta_{p}$ was determined so as to reproduce the known $B\left(E 2 ; 0_{1}^{+} \rightarrow 2_{1}^{+}\right)$value in ${ }^{10} \mathrm{C}$ reported in Ref. [117]:

$$
\begin{equation*}
B\left(E 2 ; 0_{1}^{+} \rightarrow 2_{1}^{+}\right)=44.5 \pm 1.5 e^{2} \mathrm{fm}^{4} \tag{5.19}
\end{equation*}
$$

It should be noted that the neutron deformation length $\delta_{n}$ is the last remaining free parameter to calculate the differential cross section of the alpha inelastic scattering using the DWBA and the transition potential in Eq. (5.11).
$\delta_{n}$ was determined to be 2.4 fm by fitting the calculated cross sections to the experimental data as shown by the dashed line in Fig. 4.29. The reduced $\chi^{2}$ of the fitting was $\chi^{2} / \nu=$ 10.9/7. Using Eq. (5.14), the transition densities from the ground state to the $2_{1}^{+}$state were obtained as shown in Fig. 5.5. By integrating the neutron transition density with Eq. (5.17), we obtained the neutron transition matrix element from the ground state to the $2_{1}^{+}$
state as $M_{n}=6.9 \mathrm{fm}^{2}$.


Figure 5.5: Proton and neutron quadrupole transition densities from the ground state to the $2_{1}^{+}$state in ${ }^{10} \mathrm{C}$. The proton transition density is plotted by the red solid line, while the neutron transition density is plotted by the blue dashed line.

The uncertainty of $M_{n}$ associated with the fitting procedure was estimated by changing $M_{n}$ values in the range that satisfies Eq. (5.8). In the present fitting, since the free parameter is only $M_{n}$ or $\delta_{n}, \Delta \chi^{2}$ is equal to 1 . Figure 5.6 shows the $\chi^{2}$ value calculated by changing $M_{n}$. The red horizontal line is drawn at $\chi^{2}=\chi_{\min }^{2}+1$. The resulting uncertainty of $M_{n}$ was determined to be $\pm 0.4 \mathrm{fm}^{2}$ from the range where $\chi^{2} \leq \chi_{\text {min }}^{2}+1$.


Figure 5.6: $\chi^{2}$ value of the cross section for the $2_{1}^{+}$state in ${ }^{10} \mathrm{C}$ as a function of $M_{n}$.

The uncertainties of the effective interaction and the 3 pG parameters also result in an additional uncertainty in $M_{n}$. This uncertainty was estimated to be $\pm 0.6 \mathrm{fm}^{2}$ by taking

### 5.4 Analysis of $\alpha+{ }^{10} \mathrm{C}$ inelastic scattering to the $2_{1}^{+}$state

different parameter sets of $V, W, c, z$, and $w$ randomly generated in the range that satisfies $\chi^{2} \leq \chi_{\text {min }}^{2}+1$ for the elastic scattering data and deduced the $M_{n}$ values using these parameters. Adding this uncertainty to that obtained in the previous paragraph in quadrature, we obtained the total uncertainty coming from the fitting procedure as $\sqrt{(0.4)^{2}+(0.6)^{2}}=0.7$ $\mathrm{fm}^{2}$.

In Ref. [143], the differential cross sections of the alpha inelastic scattering exciting the $2^{+}$states in stable self-conjugate even-even nuclei from ${ }^{12} \mathrm{C}$ to ${ }^{40} \mathrm{Ca}$ were systematically measured at $E_{\alpha}=386 \mathrm{MeV}$. The authors calculated the differential cross sections using a single-folding model similar to the present method. They obtained $\delta_{p}$ from the know $B\left(E 2 ; 0_{1}^{+} \rightarrow 2_{1}^{+}\right)$values, assuming $M_{n}=M_{p}$ because the proton and neutron numbers are the same. The ratio $R$ of the experimental cross sections to the calculated cross sections are shown in Fig. 5.7, which is taken from Fig. 15 in Ref. [143]. The fluctuation of $R$ around the unity is $17 \%$ in the standard deviation. This fluctuation corresponds to the uncertainty of the single-folding model in the DWBA calculation. Therefore, we adopt $\pm 17 \%( \pm 1.2$ $\mathrm{fm}^{2}$ ) as a systematic uncertainty associated to the error in the DWBA analysis with the single-folding model. Other systematic uncertainties, i.e., uncertainties of the target density $(0.1 \%)$ and the number of beam particles ( $3 \%$ ) are negligibly small compared to that of the DWBA analysis.

Finally, we obtained the $M_{n}$ value and its uncertainties in the $0_{1}^{+} \rightarrow 2_{1}^{+}$transition in ${ }^{10} \mathrm{C}$ as

$$
\begin{equation*}
M_{n}=6.9 \pm 0.7 \text { (fit) } \pm 1.2 \text { (sys) } \mathrm{fm}^{2} . \tag{5.20}
\end{equation*}
$$



Figure 5.7: Ratio $R=\sigma_{\exp } / \sigma_{\text {cal }}$ of the measured cross sections to the calculated cross sections using the single-folding model. The figure is taken from Fig. 15 in Ref. [143].

## | 6 DISCUSSION

### 6.1 Comparison with the previous results

If one assumes the charge symmetry in the ${ }^{10} \mathrm{C}-{ }^{10} \mathrm{Be}$ system, the neutron transition matrix element $M_{n}$ in ${ }^{10} \mathrm{C}$ should be equal to the proton transition matrix element $M_{p}$ in ${ }^{10} \mathrm{Be}$. The $M_{p}$ value in ${ }^{10} \mathrm{Be}$ was measured as $M_{p}=6.78 \pm 0.11 \mathrm{fm}^{2}$ using the Doppler shift attenuation method [160]. This value is actually close to the present $M_{n}$ value in ${ }^{10} \mathrm{C}$, and thus the charge symmetry in the $A=10$ system is almost conserved.

On the other hand, the previous proton inelastic scattering measurement reported a different $M_{n}$ value in ${ }^{10} \mathrm{C}$ of $M_{n}=5.51 \pm 1.09 \mathrm{fm}^{2}$ [94], which is significantly smaller than the $M_{p}$ value in ${ }^{10} \mathrm{Be}$. The authors claimed that the mirror symmetry was not fulfilled in the ${ }^{10} \mathrm{C}-{ }^{10} \mathrm{Be}$ system, which is attributed to the Coulomb effect. The discrepancy between the present and previous results is possibly because the authors in Ref. [94] used the old $B\left(E 2 ; 0_{1}^{+} \rightarrow 2_{1}^{+}\right)$value of $61.5 \pm 10 e^{2} \mathrm{fm}^{4}$ from Ref. [114]. This value is larger than the new value of $44.0 \pm 1.5 e^{2} \mathrm{fm}^{4}$ [117] which was reported after the proton inelastic scattering measurement. This larger $B\left(E 2 ; 0_{1}^{+} \rightarrow 2_{1}^{+}\right)$value might lead to a smaller value of $M_{n}$ in the previous analysis. If we use the old $B\left(E 2 ; 0_{1}^{+} \rightarrow 2_{1}^{+}\right)$value to analyze the present cross section of the alpha inelastic scattering, we obtained the smaller $M_{n}$ value in ${ }^{10} \mathrm{C}$ as $M_{n}=5.7 \pm 0.6$ (fit) $\pm 1.0$ (sys) $\mathrm{fm}^{2}$ which is close to the previous result.

### 6.2 Comparison with theoretical calculations

As mentioned in Sec. 1.6, the ratio of the neutron and proton transition matrix elements from the ground states to the $2_{1}^{+}$states $M_{n} / M_{p}$ (single ratio) is a useful probe to investigate nuclear shell structures. The single ratio in ${ }^{10} \mathrm{C}$ deduced from the present measurement is

$$
\begin{equation*}
M_{n} / M_{p}=1.05 \pm 0.11 \text { (fit) } \pm 0.17 \text { (sys), } \tag{6.1}
\end{equation*}
$$

which is close to unity.
The present results of the transition matrix elements and the single ratio are compared with the results of the proton inelastic scattering [94] and various theoretical calculations in Table 6.1. In the $2 p+2 \alpha$ four-body cluster-model calculation [161], the fully antisymmetrized 10-nucleon wave functions were built in a microscopic $2 p+2 \alpha$ configuration space using the Minnesota potential [162]. The no-core shell model calculation [163] was conducted using the CD-Bonn $N-N$ potential [164] in the configuration space up to $8 \hbar \Omega$ with the harmonic oscillator frequency of $\hbar \Omega=14 \mathrm{MeV}$. The shell-model calculation [165] was carried out within

Table 6.1: Comparison of the transition matrix elements of proton and neutron from the ground state to the $2_{1}^{+}$state in ${ }^{10} \mathrm{C}$. Single ratios of the transition matrix elements $M_{n} / M_{p}$ are also listed.

|  | $M_{p}\left(\mathrm{fm}^{2}\right)$ | $M_{n}\left(\mathrm{fm}^{2}\right)$ | $M_{n} / M_{p}$ |
| :---: | :---: | :---: | :---: |
| Present | $6.63 \pm 0.11[117]$ | $6.9 \pm 0.7 \pm 1.2$ | $1.05 \pm 0.11 \pm 0.17$ |
| $\left(p, p^{\prime}\right)[94]$ | $7.84 \pm 0.64[114]$ | $5.51 \pm 1.09$ | $0.70 \pm 0.08$ |
| Cluster [161] | 5.5 | 4.4 | 0.8 |
| No-core shell model [163] | 5.3 | 5.7 | 1.1 |
| Shell model [165] | 3.3 | 4.3 | 1.3 |
| Monte Carlo shell model [167] | 6.8 | 6.8 | 1.0 |
| AMD [169] | 5.3 | 6.9 | 1.3 |

the $p$ shell using the Cohen and Kurath (8-16)2BME interaction [166]. The shell-model transition matrix elements were calculated using single-particle wave functions in the harmonic oscillator potential with $b=1.64 \mathrm{fm}$ and effective charges of $e_{p}=1.3 e$ and $e_{n}=0.5 e$. In the Monte Carlo shell-model calculation [167], the unitary-correlation-operator-method potential based on the chiral next-to-next-to-next-to-leading-order two nucleon interaction [168] with the bare charges ( $e_{p}=e$ and $e_{n}=0$ ) was used to calculate the transition matrix elements. The $M_{n}$ value in ${ }^{10} \mathrm{C}$ by the Monte Carlo shell-model calculation was taken from the $M_{p}$ value calculated in the mirror nucleus ${ }^{10} \mathrm{Be}$ assuming the charge symmetry. In the AMD calculation [169], the wave function was given by a single Slater determinant of Gaussian functions with the width parameter of $\nu=0.15 \mathrm{fm}^{-2}$.

The theoretical calculations tend to underestimate the transition matrix elements $M_{p}$ and $M_{n}$ except the Monte Carlo shell-model calculation and the $M_{n}$ value calculated by the AMD model. Especially, the $M_{p}$ and $M_{n}$ values predicted by the shell-model calculation are considerably smaller than the experimental values. However, all of the theoretical calculations agree with the $M_{n} / M_{p}$ values close to unity.

## 6.3 $Z=6$ shell closure

The $M_{n} / M_{p}$ ratio in ${ }^{10} \mathrm{C}$ is almost unity, whereas a large $M_{n} / M_{p}$ ratio of $3.2 \pm 0.7$ was reported in ${ }^{16} \mathrm{C}$ [101]. This suggests that the quadrupole transition in ${ }^{10} \mathrm{C}$ is less neutron dominant than ${ }^{16} \mathrm{C}$ and the effect of the $Z=6$ shell closure proposed in the neutron-rich carbon isotopes [77] is less evident in proton-rich ${ }^{10} \mathrm{C}$.

If one assumes that the deformation lengths of the proton and neutron distributions are the same, the $M_{n} / M_{p}$ ratio is expected to be $N / Z$ [see Eq. (1.9)]. Taking this assumption, the double ratio $\left(M_{n} / M_{p}\right) /(N / Z)$ has been widely used to discuss the nuclear shell structures [85]. When the neutron (proton) shell is closed, the double ratio becomes smaller (larger) than unity because the transition of the neutron (proton) is remarkably suppressed. The experimental double ratios in various single or double closed nuclei are shown in Fig. 6.1.

The plotted values are the weighted averages of the experimental values derived by various hadronic probes compiled in Ref. [84]. The double ratios in proton-closed nuclei plotted by the circles are systematically larger than unity, whereas those in neutron-closed nuclei plotted by the triangles are smaller than unity.


Figure 6.1: Double ratios in proton-closed (circles), neutron-closed (triangles), and doubleclosed (diamonds) nuclei. The plotted values are the weighted averages of the experimental values compiled in Ref. [84].

The double ratios in the even-even $T_{z}=-1(Z=N+2)$ nuclei are plotted in Fig. 6.2. The $M_{p}$ values were calculated using Eq. (5.18) and the $B\left(E 2 ; 0_{1}^{+} \rightarrow 2_{1}^{+}\right)$values were taken from Refs. [170, 171]. The $M_{n}$ values in ${ }^{18} \mathrm{Ne}-{ }^{46} \mathrm{Cr}$ were obtained by assuming the charge symmetry:

$$
\begin{equation*}
M_{n}(N, Z)=M_{p}(Z, N) . \tag{6.2}
\end{equation*}
$$

As seen in the figure, the double ratios are close to unity when both the proton and neutron shells are open (open squares). On the other hand, the double ratios deviate from unity when the proton or neutron shell is closed. In case of ${ }^{18} \mathrm{Ne}$ and ${ }^{42} \mathrm{Ti}$ (open triangles), neutrons tend to contribute less to the excitation than protons since the neutron shells are closed at the $1 p_{1 / 2}$ and $1 d_{3 / 2}$ orbitals, respectively. In case of ${ }^{38} \mathrm{Ca}$ (open circle), the proton contribution is reduced because the proton shell is closed at the $1 d_{3 / 2}$ orbital.

The double ratio in ${ }^{10} \mathrm{C}$ obtained from the present work is plotted by the solid circle. The fitting and systematic uncertainties are indicated by the solid and dashed vertical lines, respectively. It should be noted that the double ratio in ${ }^{10} \mathrm{C}$ was deduced in the present work
without relying on the charge symmetry. Although we concluded that the $Z=6$ shell closure or magicity is less evident in ${ }^{10} \mathrm{C}$, it was found that the double ratio in ${ }^{10} \mathrm{C}$ is significantly larger than unity as those in the proton-closed nuclei.

$$
\begin{equation*}
\left(M_{n} / M_{p}\right) /(N / Z)=1.57 \pm 0.17 \text { (fit) } \pm 0.27 \text { (sys). } \tag{6.3}
\end{equation*}
$$



Figure 6.2: Double ratios $\left(M_{n} / M_{p}\right) /(N / Z)$ for the quadrupole transitions from the ground states to the $2_{1}^{+}$states in the even-even $T_{z}=-1$ nuclei. The double ratio in ${ }^{10} \mathrm{C}$ determined in the present measurement is plotted by the solid circle, and the fitting and systematic uncertainties are presented by the vertical solid and dashed lines, respectively. The open squares are the double ratios in open shell nuclei. The open circle and triangles represent proton and neutron closed nuclei, respectively.

The AMD calculation [172] explains the reason of this contradiction. The deformations in the ground states in ${ }^{16} \mathrm{C}$ and ${ }^{20} \mathrm{C}$ predicted by the AMD calculation are illustrated in Fig. 6.3. The AMD calculation suggests both the proton and neutron distributions exhibit the oblate deformation in ${ }^{20} \mathrm{C}$ as illustrated in the right side. Such a same deformation in proton and neutron distributions is a usual trend in stable nuclei. On the other hand, in case of ${ }^{16} \mathrm{C}$, the deformation of the proton and neutron distributions are decoupled, that is, the oblate proton and prolate neutron deformations whose symmetric axes are perpendicular to each other. Therefore, the assumption to use the double ratio, that the deformation lengths of the proton and neutron distributions are the same, is no longer valid in this nucleus. The AMD calculation suggests that the proton and neutron deformations in ${ }^{10} \mathrm{C}$ are also decoupled like ${ }^{16} \mathrm{C}$ [173]. Therefore, the large double ratio observed in ${ }^{10} \mathrm{C}$ does not necessarily suggests the $Z=6$ shell closure in the proton-rich carbon isotope.

The present conclusion that the $Z=6$ shell closure is less evident in ${ }^{10} \mathrm{C}$ is consistent


Figure 6.3: Deformations of the proton and neutron distributions in carbon isotopes in the AMD calculation. (a): Oblate proton and prolate neutron deformations in ${ }^{16} \mathrm{C}$. (b): Oblate proton and oblate neutron deformations in ${ }^{20} \mathrm{C}$. The principal axes for the ground-state $K^{\pi}=0^{+}$band are denoted as $Z$. The figure is taken from Fig. 4 in Ref. [172].
with the known $B\left(E 2 ; 0_{1}^{+} \rightarrow 2_{1}^{+}\right)$values in carbon isotopes. Since the quadrupole transition is described as rearrangement of the particle-hole configuration in the valence shell, the $B\left(E 2 ; 0_{1}^{+} \rightarrow 2_{1}^{+}\right)$value tends to become small for proton-closed nuclei. The measured $B\left(E 2 ; 0_{1}^{+} \rightarrow 2_{1}^{+}\right)$values in ${ }^{16} \mathrm{C}[93,100,101,105],{ }^{18} \mathrm{C}[101,106],{ }^{20} \mathrm{C}[104]$ are only $1.1-2.3$ W.u.. These values are comparable to the proton-closed oxygen isotopes, i.e., $3.1 \mathrm{~W} . \mathrm{u}$. in ${ }^{18} \mathrm{O}$ [174], and thus the $Z=6$ shell closure is evident in above neutron-rich carbon isotopes. On the other hand, the $B\left(E 2 ; 0_{1}^{+} \rightarrow 2_{1}^{+}\right)$value in ${ }^{10} \mathrm{C}$ is $6.9 \pm 0.2 \mathrm{~W} . \mathrm{u}$. [117] and not small compared to those in the neutron-rich carbon isotopes. This fact also supports the present conclusion that the $Z=6$ shell closure is less evident in the proton-rich side.

### 6.4 Future perspectives

### 6.4.1 Upgrade of the MAIKo detector

The present work demonstrated that the MAIKo active target is successful in performing the missing-mass spectroscopy to investigate the nuclear structures of unstable nuclei. It shall be utilized in various incoming RI beam experiments. However, it is expected that the beam intensity and the statistics will become smaller when we are to explore with the unstable nuclei beam far from the stability region. The active target method can compensate the reduction of the beam intensity by extending the detector size along the beam axis which increases the target thickness.

We are planning to enlarge the sensitive volume of the MAIKo TPC from $100 \times 100 \times 140$
$\mathrm{mm}^{2}$ to $300 \times 300 \times 300 \mathrm{~mm}^{2}$. This upgrade will increases the target thickness by a factor of three. Moreover, the energy acceptance of the recoil alpha particles which stop inside the TPC sensitive volume will become three times larger than that of the present TPC. This can significantly reduce the beam time because the measurements for low-energy recoil particles at forward c.m. angles and for high-energy recoil particles at relatively backward c.m. angles were carried out separately in the present work. The statistics will become approximately a factor of nine.

In addition to the enlargement of the TPC, the configuration of the readout strip will be changed from the two-axial $X-Y$ structure to the three-axial $X-U-V$ structure as shown in Fig. 6.4. In the present two-axial strips, only the vertical angle of the beam particles can be determined since the $X$ strips are parallel to the beam axis. We installed the additional MWDC detectors to monitor the horizontal angle, but this makes the analysis procedure complicated if we are to determine the angle of the incident beam which is scattered in the TPC. In the upgraded MAIKo TPC, we are considering to arrange the readout strips at 60 degrees. Although the $X$ strips are still parallel to the beam axis, the three dimensional angle of the beam particles can be determined from the $U$ and $V$ strips.


Figure 6.4: Structures of the readout strips. Left: Two-axial strips utilized in the present MAIKo TPC. Right: Three-axial strips planed in the upgraded TPC.

### 6.4.2 Search for alpha cluster states

As described in Sec. 1.4.2.2, the MAIKo active target is a suited device to search for alpha cluster states in unstable nuclei because it enables the measurement at forward c.m. angles where the cross sections for exciting spatially well-developed cluster states become large. As a next physics experiment with MAIKo, we aim to examine the alpha cluster states in ${ }^{10} \mathrm{Be}$ and ${ }^{10} \mathrm{C}$.

A recent theoretical calculation with the generalized two-center cluster model (GTCM) describes the cluster structures in the ${ }^{10} \mathrm{Be}-{ }^{10} \mathrm{C}$ mirror system and suggests that the differ-
ences of the cluster configurations are reflected in monopole transition strengths and energy shifts.

Figure 6.5 schematically shows the alpha cluster structures in ${ }^{10} \mathrm{C}$ predicted by GTCM [175]. The $0_{1}^{+}$state is considered to be a $2 \alpha+2 p$ molecular state in which two valence protons occupy the $\pi$-molecular orbital formed by two alpha particles. The $0_{2}^{+}$state is another $2 \alpha+2 p$ molecular structure in which the valence protons occupy the $\sigma$-molecular orbital. On the other hand, the $0_{3}^{+}$and $0_{4}^{+}$states are predicted to have $\alpha+{ }^{6} \mathrm{Be}$ structures in which the relative motion between the two alpha clusters are dominated by the $s$ wave and $d$ wave, respectively.

The isoscalar monopole transition strengths $B(E 0)$ from the ground state to excited states are enhanced when the relative motion of the two alpha clusters in the ground state is excited. According to the GTCM calculation, the $0_{4}^{+}$state is excited by stimulating the relative motion of the two alpha clusters in the ground state. This transition is denoted as cluster excitation in the figure. The $0_{2}^{+}$state is excited by rearranging the valence protons which is denoted as molecular orbital (MO) excitation. The $0_{3}^{+}$state is excited by the cluster excitation of the $0_{2}^{+}$state. The $0_{4}^{+}$state is predicted to have the largest $B(E 0)$ value of 57 $\mathrm{fm}^{4}$ among the three excited states while the $0_{2}^{+}$and $0_{3}^{+}$states have about half $B(E 0)$ values of $28 \mathrm{fm}^{4}$ and $23 \mathrm{fm}^{4}$, respectively. Therefore, the $B(E 0)$ values provide information to distinguish these different alpha cluster configurations.


Figure 6.5: Alpha cluster structures in ${ }^{10} \mathrm{C}$ predicted by the GTCM calculation [175].

The energy shifts between the isobaric analog states are expected to be a new observable to clarify the alpha cluster structures [176-178]. Due to the Coulomb interaction, the analog states in the proton-rich nuclei usually shift to higher energies than those in the neutronrich mirror nuclei. It is naively expected that these energy shifts become small as the radii of the analog states increase. Figure 6.6 shows the level structure of the $0^{+}$states in the ${ }^{10} \mathrm{Be}-{ }^{10} \mathrm{C}$ system predicted by the GTCM calculation [176]. The energy shift of the $0_{1}^{+}$states is predicted to be 2.3 MeV , which is the largest energy shift among the four $0^{+}$states. This large energy shift is because of the spatially compact structure due to the two valence nucleons in the $\pi$-molecular orbital. The energy shift of the $0_{2}^{+}$states is predicted to be 1.3 MeV which is smaller than that between the $0_{1}^{+}$states due to the loosely bound $\sigma$ molecular orbital. Because the $0_{3}^{+}$and $0_{4}^{+}$states have spatially well-developed $\alpha+{ }^{6} \mathrm{He} /{ }^{6} \mathrm{Be}$ cluster structures, the energy shifts of these states are even smaller: 0.6 MeV and 0.8 MeV , respectively. The smaller energy shift of the $0_{3}^{+}$states than the $0_{4}^{+}$states is because the relative angular momenta between the two clusters in the $0_{3}^{+}$states are zero. They are not confined in the centrifugal potential which makes them spatially more expanded than the $0_{4}^{+}$states. These differences in the energy shift are the the analogy of the well-known Thomas-Ehrman shift originally discussed in the single particle states in the ${ }^{13} \mathrm{C}-{ }^{13} \mathrm{~N}$ system [179, 180].

As discussed above, a systematic measurement of the energies and the isoscalar monopole transition strengths in the ${ }^{10} \mathrm{Be}-{ }^{10} \mathrm{C}$ system are desired to investigate the cluster structures. The $0_{2}^{+}$state in ${ }^{10} \mathrm{Be}$ was experimentally found at $E_{x}=6.18 \mathrm{MeV}$ [113]. However, the $0_{3}^{+}$ and $0_{4}^{+}$states have never been found in ${ }^{10} \mathrm{Be}$. On the other hand, in ${ }^{10} \mathrm{C}$, no $0^{+}$excited state has been found. We obtained the excitation-energy spectra in ${ }^{10} \mathrm{C}$ above the particle decay threshold from the present measurement as shown in Fig. 4.24. In order to deduce the monopole transition strengths from the present measurement, the angular distribution of the differential cross section at each excitation-energy should be determined. However, the present statistics is not sufficient to reliably determine the differential cross section at each excitation energy and at each c.m. angle. We will carry out further measurements both on ${ }^{10} \mathrm{Be}$ and ${ }^{10} \mathrm{C}$ after upgrading the MAIKo active target to achieve about nine times higher statistics which ensures us to obtain the angular distribution of the differential cross section at each excitation-energy.


Figure 6.6: Level structure of the $0^{+}$states in the ${ }^{10} \mathrm{Be}$ (left)- ${ }^{10} \mathrm{C}$ (right) mirror system. The figure was taken from Fig. 1 in Ref. [176].

## | 7 SUMMARY

The missing-mass spectroscopy is a promising method to investigate the structures in unstable nuclei. However, the measurement at forward scattering angles in the c.m. system is technically difficult because the energies of the recoil particles are extremely small. In order to realize the detection of such low-energy recoil particle, we developed a new active target system named MAIKo [41]. MAIKo is based on a TPC in which the detector gas is used as a target gas. Since the scatterings occur inside the sensitive volume of the TPC, the detection threshold for the recoil particles are lowered. The size of the MAIKo TPC is $100 \times 100 \times 140$ $\mathrm{mm}^{3}$. We introduced the $\mu$-PIC [42] for the amplification and detection of the drift electrons and achieved the finest readout pitch among the existing active target systems.

As the first physics experiment using MAIKo, we performed the alpha elastic and inelastic scatterings off ${ }^{10} \mathrm{C}$ at $68 \mathrm{MeV} / \mathrm{u}$ at RCNP, Osaka University [76]. The aim of the experiment is to deduce neutron transition matrix element $M_{n}$ from the ground state to the $2_{1}^{+}$state at $E_{x}=3.35 \mathrm{MeV}$ in ${ }^{10} \mathrm{C}$ and discuss the $Z=6$ magicity in the proton-rich carbon isotope.

An almost pure ${ }^{10} \mathrm{C}$ secondary beam with an intensity of 70 kcps was produced from a ${ }^{12} \mathrm{C}$ primary beam at $96 \mathrm{MeV} / \mathrm{u}$. The missing-mass spectroscopy with MAIKo was performed to determine the excitation energy in ${ }^{10} \mathrm{C}$. MAIKo was operated with the $\mathrm{He}(96 \%)+\mathrm{CO}_{2}(4 \%)$ gas mixture at 500 and 1000 hPa . We successfully detected low-energy recoil alpha particles down to $E_{\alpha}=0.5 \mathrm{MeV}$ with MAIKo as designed, which corresponds to the momentum transfer down to $q=0.4 \mathrm{fm}^{-1}$.

The trajectories of the recoil alpha particles were reconstructed with the Hough transformation. Only the $\alpha+{ }^{10} \mathrm{C}$ events were selected from other background events by the track reconstruction algorithm and the particle identification. The parameters in the track reconstruction procedures were optimized from the eye-scanned data samples. The excitationenergy resolution was about 1 MeV in sigma, which was good enough to distinguish the first excited $2_{1}^{+}$state at $E_{x}=3.35 \mathrm{MeV}$ from the ground state in ${ }^{10} \mathrm{C}$. A Monte Carlo simulation was performed to estimate the detection and track reconstruction efficiencies. The differential cross sections of the $\alpha+{ }^{10} \mathrm{C}$ elastic scattering and the inelastic scattering exciting the $2_{1}^{+}$ state were determined at $4.5^{\circ}<\theta_{\text {c.m. }}<15^{\circ}$.

The differential cross section of the $\alpha+{ }^{12} \mathrm{C}$ elastic scattering was also measured using a primary ${ }^{12} \mathrm{C}$ beam at $94 \mathrm{MeV} / \mathrm{u}$. The measured cross section was compared with the previous data measured under the normal kinematic condition using a ${ }^{4} \mathrm{He}$ beam at $96 \mathrm{MeV} / \mathrm{u}[143]$. We confirmed that both results are consistent quantitatively, demonstrating the reliability of the present measurement with MAIKo.

From the analysis of the cross section of the $\alpha+{ }^{10} \mathrm{C}$ elastic scattering, the phenomenological $\alpha-N$ effective interaction and the point-nucleon distribution of the ground state in
${ }^{10} \mathrm{C}$ were determined. The rms radius of $2.6 \pm 0.3 \mathrm{fm}$ in ${ }^{10} \mathrm{C}$ is consistent with the theoretical prediction by the AMD calculation [156] and the experimental result of the previous proton elastic scattering [94], but slightly larger than that deduced from the interaction cross section [157].

By comparing the measured cross section of the $\alpha+{ }^{10} \mathrm{C}$ inelastic scattering exciting the $2_{1}^{+}$state with the DWBA calculation, the neutron transition matrix element of $M_{n}=6.9 \pm$ 0.7 (fit) $\pm 1.2$ (sys) was obtained. The present experiment is the first attempt to determine the neutron transition matrix element in unstable nuclei from the alpha inelastic scattering. The alpha inelastic scattering enables us to deduce the neutron transition matrix element without model ambiguity better than the inelastic proton scattering which has been widely applied to the RI beam experiments.

Because the obtained $M_{n}$ value in ${ }^{10} \mathrm{C}$ is close to the $M_{p}$ value in the mirror nucleus ${ }^{10} \mathrm{Be}$, we concluded that the isospin symmetry in the $A=10$ system is almost conserved. The ratio of the neutron transition matrix element to the proton transition matrix element was determined as $M_{n} / M_{p}=1.05 \pm 0.11$ (fit) $\pm 0.17$ (sys). The ratio close to unity suggests that the recently proposed $Z=6$ shell closure is less evident in proton-rich ${ }^{10} \mathrm{C}$ nucleus than the neutron-rich side. The fact that $M_{n} / M_{p}$ larger than $N / Z=2 / 3$ can be attributed to the decoupling of the proton and neutron distributions predicted by the AMD calculation [172].

After the long-standing development since 2011, the first physics experiment using MAIKo has been successfully completed. The MAIKo active target provides a breakthrough to realize the measurement of the alpha inelastic scattering at low-momentum transfer region under the inverse kinematic condition. MAIKo is now under an upgrade program to explore more exotic side and it shall be utilized in many incoming RI beam experiments in the near future.
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## Appendix A

## Hough transformation

The Hough transform algorithm was originally developed by Hough for the analysis of the bubble chamber pictures [181] and later modified by Duda and Hart [182]. It enables to extract features in a picture such as lines or circles without knowing how many features exist in the picture. This algorithm is now widely applied in image recognition because of its high immunity to random noises compared to other algorithms like the least-square method.

The anode and cathode images obtained by MAIKo contain $256 \times 1024$ black-and-white pixels. When coordinates of the $i$-th black pixel in an image are expressed as $\left(x_{i}, y_{i}\right)$ in the track space, this pixel is transformed to a curve in the ( $\theta, r$ ) parameter space (Hough space) given by Eq. (A.1) in the Hough transformation.

$$
\begin{equation*}
r=x_{i} \cos \theta+y_{i} \sin \theta . \tag{A.1}
\end{equation*}
$$

In the track space as shown in Fig. A.1(a), the red, blue, and green points at $\left(x_{i}, y_{i}\right)$, $\left(x_{i+1}, y_{i+1}\right)$, and $\left(x_{i+2}, y_{i+2}\right)$ are transformed into the red, blue, and green curves in the Hough space as shown in Fig. A.1(b), respectively. The $j$-th pixel at $\left(\theta_{j}, r_{j}\right)$ in the Hough space corresponds to a straight line in the track space as:

$$
\begin{equation*}
y=-\frac{x}{\tan \theta_{j}}+\frac{r_{j}}{\sin \theta_{j}} . \tag{A.2}
\end{equation*}
$$

As shown in Fig. A.1(a), $r$ corresponds to the distance from the origin to the straight line, and $\theta$ corresponds to the angle between the $x$ axis and the perpendicular line from the origin.

If several pixels in the track space lie on a straight line, their transformed curves intersect at one point in the Hough space, which corresponds to the original straight line in the track space.

In the present analysis, the transformed curves were discretized into bins and these bins were booked into a two-dimensional histogram in the Hough space. The number of the bins of the histogram in the Hough space was $180 \times 256$. The trajectories with sizable length make clear peaks in the Hough histogram while the small spots caused by noises do not. By finding the bin with the maximum entry in the Hough histogram, which is easy to implement in a computer program, the longest trajectory in the image was extracted.

After the first trajectory was extracted, the black pixels near the first line were eliminated from the image. The remaining pixels were again transformed into the Hough space. The second trajectory was determined by the highest bin in the second Hough histogram. The Hough transformation and the elimination were repeated until the number of entry in the
highest bin in the Hough histogram became lower than a certain threshold. With this method, multiple trajectories were successfully extracted from the images.

Here it should be noted that the smaller bin size in the Hough histogram does not necessarily lead to an accurate determination of the trajectories. If we adopt the smaller bin size, the number of the entries in the highest bin in the Hough histogram becomes smaller, thus this makes the analysis susceptible to noises and difficult to determine the highest bin. In order to achieve the better accuracy in determining the trajectories, we fitted another straight line to the black pixels near the straight line extracted by the Hough transformation.


Figure A.1: Example of the Hough transformation. The the red, blue, and green points at $\left(x_{i}, y_{i}\right),\left(x_{i+1}, y_{i+1}\right)$, and $\left(x_{i+2}, y_{i+2}\right)$ in the left panel (a) are transformed into the red, blue, and green curves in the right panel (b) according to Eq. (A.1), respectively.

## Appendix B

## Relativistic kinematics

In this appendix, the formulae to reconstruct the excitation energy and center of mass angle in the inverse kinematic condition are presented.

The excitation energy of the incident particle $E_{x}$ is calculated using the relativistic kinematics as

$$
\begin{equation*}
E_{x}=\sqrt{s+t+u-m_{1}^{2}-m_{2}^{2}-m_{3}^{2}}-m_{4} \tag{B.1}
\end{equation*}
$$

where $m_{1}$ and $m_{4}$ are the rest mass of the incident particle and $m_{2}$ and $m_{3}$ are the rest mass of the target particle. $s, t$, and $u$ are the Mandelstam variables defined as

$$
\begin{align*}
s & =m_{1}^{2}+m_{2}^{2}+2 m_{2} E_{1}  \tag{B.2}\\
t & =m_{1}^{2}+m_{3}^{2}+2\left(p_{1} p_{3} \cos \theta_{3}-E_{1} E_{3}\right)  \tag{B.3}\\
u & =m_{2}^{2}+m_{3}^{2}-2 m_{2} E_{3} \tag{B.4}
\end{align*}
$$

Here, $\theta_{3}$ is the angle of the recoil particle in the laboratory frame. $E_{1}, E_{3}$ are the energies while $p_{1}$ and $p_{3}$ are the momenta given as

$$
\begin{align*}
E_{1} & =m_{1}+K_{1}  \tag{B.5}\\
E_{3} & =m_{3}+K_{3}  \tag{B.6}\\
p_{1} & =\sqrt{E_{1}^{2}-m_{1}^{2}}  \tag{B.7}\\
p_{3} & =\sqrt{E_{3}^{2}-m_{3}^{2}} \tag{B.8}
\end{align*}
$$

where $K_{1}$ and $K_{3}$ are the kinetic energies of the incident and recoil particles, respectively. The center of the mass scattering angle $\theta_{\text {c.m. }}$ is calculated from several parameters below.

$$
\begin{equation*}
W=\sqrt{m_{1}^{2}+m_{2}^{2}+2 m_{1} E_{1}} \tag{B.9}
\end{equation*}
$$

is the total energy in the c.m. frame.

$$
\begin{align*}
& p_{1, \mathrm{c} . \mathrm{m} .}=p_{2, \mathrm{c} . \mathrm{m} .}=\frac{1}{2 W} \sqrt{\left[W^{2}-\left(m_{1}+m_{2}\right)^{2}\right]\left[W^{2}-\left(m_{1}-m_{2}\right)^{2}\right]}  \tag{B.10}\\
& p_{3, \mathrm{c.m.}}=p_{4, \mathrm{c} . \mathrm{m} .}=\frac{1}{2 W} \sqrt{\left[W^{2}-\left(m_{3}+m_{4}\right)^{2}\right]\left[W^{2}-\left(m_{3}-m_{4}\right)^{2}\right]} \tag{B.11}
\end{align*}
$$

are the momenta in the c.m. frame.

$$
\begin{align*}
E_{i, \mathrm{c} . \mathrm{m} .} & =\sqrt{m_{i}^{2}+p_{i, \mathrm{c} . \mathrm{m} .}^{2}}  \tag{B.12}\\
\gamma_{i, \mathrm{c} . \mathrm{m} .} & =\frac{E_{i, \mathrm{c} . \mathrm{m} .}}{m_{i}}  \tag{B.13}\\
\beta_{i, \mathrm{c} \mathrm{~m} .} & =\frac{p_{i, \mathrm{c} \mathrm{~m} .}}{E_{i, \mathrm{c} . \mathrm{m} .}} \tag{B.14}
\end{align*}
$$

are the energy, gamma factor, and velocity in the c.m. frame, respectively. Finally, $\theta_{\text {c.m. }}$ is calculated as

$$
\begin{equation*}
\theta_{\text {c.m. }}=\arccos (\lambda+\tau), \tag{B.15}
\end{equation*}
$$

where

$$
\begin{align*}
\lambda & =-\frac{\beta_{2, \text { c.m. }}}{\beta_{3, \text { c.m. }}} \frac{\left(\gamma_{i, \text { c.m. }} \tan \theta_{3}\right)^{2}}{1+\left(\gamma_{i, \text { c.m. }} \tan \theta_{3}\right)^{2}},  \tag{B.16}\\
\tau & =\frac{\sqrt{\left[1-\left(\beta_{2, \text { c.m. }} / \beta_{3, \text { c.m. } .}\right)^{2}\right] \gamma_{2, \text { c.m. } . \tan } \theta_{3}+1}}{1+\left(\gamma_{i, \text { c.m. }} \tan \theta_{3}\right)^{2}} \tag{B.17}
\end{align*}
$$

## Appendix C

## Point proton density distribution of the ground state in ${ }^{12} \mathrm{C}$

In this appendix, the procedure to obtain the point proton density distribution of the ground state in ${ }^{12} \mathrm{C}$ from the charge distribution is described.

The charge distribution $\rho_{0}^{c}$ given in Ref. [183] was parametrized with the sum of Gausians (SOG) as follows:

$$
\begin{equation*}
\rho_{0}^{c}(r)=\sum_{i} A_{i}\left\{\exp \left[-\left(\frac{r-R_{i}}{\gamma}\right)^{2}\right]+\exp \left[-\left(\frac{r+R_{i}}{\gamma}\right)^{2}\right]\right\} \tag{C.1}
\end{equation*}
$$

with

$$
\begin{equation*}
A_{i}=Z e Q_{i}\left[2 \pi^{2 / 3} \gamma^{3}\left(1+\frac{2 R_{i}^{2}}{\gamma^{2}}\right)\right]^{-1} \tag{C.2}
\end{equation*}
$$

The parameters $R_{i}, Q_{i}$, and $\gamma$ in Eqs. (C.1) and (C.2) were determined so as to reproduce the cross section of the elastic electron scattering. We took the values from Ref. [183] as listed in Table C.1.

The point-proton distribution $\rho_{0}^{p}(r)$ was calculated by unfolding the charge distribution of Eq. (C.1) with the proton charge form factor [184] since the charge distribution $\rho_{0}^{c}(r)$ is given by folding $\rho_{0}^{p}(r)$ with the charge distribution in a proton $\rho_{p}^{c}(r)$ as follows:

$$
\begin{equation*}
\rho_{0}^{c}(r)=\int \rho_{0}^{p}\left(r^{\prime}\right) \rho_{p}^{c}\left(r-r^{\prime}\right) d r^{\prime} \tag{C.3}
\end{equation*}
$$

Here, we assumed that $\rho_{0}^{p}(r)$ and $\rho_{p}^{c}(r)$ are spherically symmetric. The Fourier transformation of this equation is expressed by

$$
\begin{equation*}
F^{c}(q)=F^{p}(q) G_{p}(q) \tag{C.4}
\end{equation*}
$$

where $q$ is the momentum transfer and $F^{c}(q), F^{p}(q)$, and $G_{p}(q)$ represent the Fourier transformations of $\rho_{0}^{c}(r), \rho_{0}^{p}(r)$, and $\rho_{p}^{c}(r)$, respectively. $F^{c}(q)$ was calculated from the charge density in Eq. (C.1) by

$$
\begin{equation*}
F^{c}(q)=\frac{4 \pi}{q} \int \rho_{0}^{c}(r) \sin (q r) d r \tag{C.5}
\end{equation*}
$$

and $G_{p}(q)$, known as Sachs electric form factor of proton [185], was empirically parametrized

Table C.1: Parameters of SOG for the charge distribution of the ${ }^{12} \mathrm{C}$ ground state from Ref. [183].

|  | Parameter | Value |
| :---: | :---: | :---: |
| $i$ | $R_{i}(\mathrm{fm})$ | $Q_{i}$ |
| 1 | 0.0 | 0.016690 |
| 2 | 0.4 | 0.050325 |
| 3 | 1.0 | 0.128621 |
| 4 | 1.3 | 0.180515 |
| 5 | 1.7 | 0.219097 |
| 6 | 2.3 | 0.278416 |
| 7 | 2.7 | 0.058779 |
| 8 | 3.5 | 0.057817 |
| 9 | 4.3 | 0.007739 |
| 10 | 5.4 | 0.002001 |
| 11 | 6.7 | 0.000007 |
|  | $\gamma(\mathrm{fm})$ | 0.98 |

in Ref. [186] as:

$$
\begin{equation*}
G_{p}(q)=\frac{0.312}{1+q^{2} / 6.0}+\frac{1.312}{1+q^{2} / 15.02}-\frac{0.709}{1+q^{2} / 44.08}+\frac{0.085}{1+q^{2} / 154.2} \tag{C.6}
\end{equation*}
$$

Therefore, $F_{p}(q)$ was calculated from Eqs. (C.4), (C.5) and (C.6). Finally, the point-proton distribution $\rho_{0}^{p}(r)$ was obtained by the inverse Fourier transformation of $F_{p}(q)$ as

$$
\begin{equation*}
\rho_{0}^{p}(r)=\int \frac{F^{c}(q)}{G_{p}(q)} \sin (r q) d q \tag{C.7}
\end{equation*}
$$

The obtained charge and point-proton density distributions are compared in Fig. C.1.
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Figure C.1: Density distributions of the ${ }^{12} \mathrm{C}$ ground state. The charge distribution given by the SOG function is plotted by the red solid line, while the unfolded point-proton distribution is plotted by the blue dashed line.

## Appendix D

## Data tables of cross sections

Table D.1: Data table for $\alpha+{ }^{10} \mathrm{C}$ elastic scattering cross section.

| $\theta_{\text {c.m. }}(\mathrm{deg})$ | $d \sigma / d \Omega(\mathrm{mb} / \mathrm{sr})$ |
| :---: | :---: |
| 4.25 | $(1.35 \pm 0.22) \times 10^{4}$ |
| 4.75 | $(9.01 \pm 1.44) \times 10^{3}$ |
| 5.94 | $(4.06 \pm 0.66) \times 10^{3}$ |
| 6.31 | $(2.90 \pm 0.47) \times 10^{3}$ |
| 6.69 | $(2.07 \pm 0.33) \times 10^{3}$ |
| 7.06 | $(1.36 \pm 0.22) \times 10^{3}$ |
| 9.50 | $(3.04 \pm 0.49) \times 10^{2}$ |
| 11.0 | $(3.50 \pm 0.56) \times 10^{2}$ |
| 13.0 | $(2.48 \pm 0.40) \times 10^{2}$ |
| 15.0 | $(1.10 \pm 0.18) \times 10^{2}$ |

Table D.2: Data table for $\alpha+{ }^{10} \mathrm{C}$ inelastic scattering cross section to the $2_{1}^{+}$state at $E_{x}=3.35 \mathrm{MeV}$.

| $\theta_{\text {c.m. }}(\mathrm{deg})$ | $d \sigma / d \Omega(\mathrm{mb} / \mathrm{sr})$ |
| :---: | :---: |
| 5.94 | $(1.50 \pm 0.29) \times 10^{2}$ |
| 6.31 | $(1.30 \pm 0.25) \times 10^{2}$ |
| 6.69 | $(1.03 \pm 0.20) \times 10^{2}$ |
| 7.06 | $(1.30 \pm 0.25) \times 10^{2}$ |
| 9.50 | $(6.65 \pm 1.14) \times 10^{1}$ |
| 11.0 | $(3.27 \pm 0.56) \times 10^{1}$ |
| 13.0 | $(1.76 \pm 0.31) \times 10^{1}$ |
| 15.0 | $(2.33 \pm 0.40) \times 10^{1}$ |
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