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Abstract

The strong interaction described by Quantum Chromodynamics (QCD) forms various phases of
matter, including extreme states such as the Quark-Gluon Plasma and high-density nuclear matter
inside a neutron star, depending on a condition of temperature and baryon density. These states
are actively studied both experimentally and theoretically. Particularly in the finite baryon density
region, where first-principle calculations with lattice QCD are challenging, experimental studies
play a crucial role.

The Compressed Baryonic Matter (CBM) experiment at the GSI-FAIR accelerator, a next-
generation high-luminosity heavy-ion collision experiment, is scheduled to begin in 2029. The CBM
experiment aims to generate and investigate a high-density partonic matter and its propertties
using high-intensity heavy-ion beams of up to 1 x 10° Au ions per second. The study in this
thesis focuses on the development and performance evaluation of the primary tracking detector in
the CBM experiment, the Silicon Tracking System (STS). A STS sensor is a double-sided silicon
strip detector with a strip width of 58 pym and a thickness of 320 pm. Charged particle tracks are
reconstucted using hits at eight layers of sensors. Due to a large number of particles produced in a
heavy-ion collision and the high collision rate, the position resolution, time resolution, and detection
efficiency of the STS are critical to the success of the experiment.

Currently, some of STS sensors are installed in the J-PARC E16 experiment as the innermost
tracking detector, where they are tested with high-intensity proton beams under a magnetic field.
The J-PARC E16 experiment aims to observe a modification in the in-medium spectral functions of
vector mesons as a possible signature of chiral symmetry restoration using a high-intensity proton
beam of 1 x 100 protons per 2-second spill. An accurate tracking of electrons and positrons for
mass reconstruction is crucial for capturing the mass modification of vector mesons. The use of
STS sensors, which has a good time resolution (~5nsec), is therefore also advantageous for the E16
experiment.

In a test experiment conducted in November 2023 at KEK using an electron beam, A STS sen-
sor achieved a time resolution of approximately 5nsec and a detection efficiency exceeding 98.5%,
confirming that they meet both the performance requirements of the E16 experiment and the design
goals of the CBM STS. Subsequently, installation of STS sensors in the E16 experiment was com-
pleted in May 2024. During the E16 commissioning run (Run-Oe), the STS successfully operated
under a magnetic field, confirming its proper functionality. This run was also the first to acquire
data using online trigger selection. Furthermore, the analysis of data obtained without a magnetic
field showed a detection efficiency of approximately 94% (for a single side of the sensor) associated
with reconstructed standalone tracks of the outer tracker (GEM tracker). Future challenges for per-
formance evaluation include further analysis of data obtained under a magnetic field and evaluation
of 2D cluster detection efficiency and position resolution using both sides of the sensor.

In preparation for the first physics run of the E16 experiment, scheduled to begin in the spring
of 2025, detector adjustments are currently underway.
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Chapter 1

Introduction

1.1 Exploring nuclear matter via heavy-ion collision experiment

1.1.1 QCD phase diagram

The strong interaction described by Quantum Chromodynamics (QCD) governs the behavior of
nuclear matter, exhibiting a rich variety of phases depending on temperature and baryon density.
Figure 1.1 conceptually illustrates the QCD phase diagram, where the vertical axis represents tem-
perature T and the horizontal axis represents baryon chemical potential pup. Cold nuclear matter,
such as that found in ordinary nuclei, exists in the “hadronic phase”, composed primarily of protons
and neutrons. However, under extreme conditions of high temperature and/or high density, nuclear
matter transitions can occur into interesting states characterized by the deconfinement of quarks
and gluons, as described below.

At high temperatures and low baryon densities (upper-left region of the QCD phase diagram),
the Quark-Gluon Plasma (QGP) emerges, where quarks and gluons are no longer confined within
hadrons. It is believed that the universe existed in the QGP phase during the extremely early stages
(approximately 1075 to 107° seconds) after the Big-Bang. Understanding this state is crucial for
exploring the early universe and the fundamental properties of QCD, and it has been well studied
both experimentally and theoretically. A transition from QGP to a hadron phase occurs via a
smooth “crossover” at T' ~ 160 MeV [1,2].

In contrast, at high baryon densities (the right region of the diagram), the phase structure is
poorly understood. Various interesting states of matter are predicted in this region. One such
state is “quarkyonic matter,” where quark density dominates, yet the system exhibits hadronic-like
properties near the Fermi-surface [3]. This state is important because such a high quark density
is expected to influence particle production and transport properties through interactions between
deconfined quarks and confined hadronic modes. In the context of a neutron star, quarkyonic
matter is important for understanding compositions of its inner core and determining the equation
of state (EOS), which governs properties such as mass-radius relationships and pressure-density
correlations [4]. Another interesting prediction is “color superconductivity”, where quarks, like
electrons in ordinary superconductors, form Cooper pairs due to attractive interactions mediated
by gluons. This state exhibits unique symmetry breaking and may lead to observable effects, such
as changes in heat capacity and magnetic properties [5].

Additionally, the high-density region is also predicted to host a first-order phase transition
between hadronic and quark matter phases, with a corresponding “QCD critical point” marking
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the transition to a second-order phase. Identifying this critical point is one of the major goals of
heavy-ion collision experiments [6,7]. However, theoretical calculations in this region are exceedingly
challenging due to the “sign problem” in lattice QCD at finite pp, which prevents first-principles
calculations from being directly applied [8,9]. This limitation has made it difficult to accurately
predict the properties of matter in this region, leaving many open questions about the nature of the
phase transitions and an existence of intermediate phases such as quarkyonic matter.

This is why experiments are so important. Heavy-ion collision experiments at high baryon
densities can help us explore nuclear. These experiments are crucial for revealing new aspects of
the QCD phase diagram and for addressing problems that cannot be solved by theory alone.

| Early Universe

High energy heavy-ion collisions
RHIC@BNL, LHC@CERN

>

High luminosity
heavy-ion collisions
FAIR@GSI, NICA@Dubna, J-PARC

Temperature 7

g ‘Quarkyonic
Matter

J
Gas-Liquid 28 Color;

Nuclear - rys UPCICoI du Cung;
Superfluid Phases

a
Baryon Chemical Potential us

Figure 1.1: Sketch of the phase diagram for strongly-interacting matter [7].

1.1.2 Heavy-ion collision experiment

Such various states of nuclear matter are experimentally produced over a wide range of tem-
peratures and densities by colliding nuclei at high energies. This section discusses the control of
temperature and density through beam energy, past and future of heavy-ion collision experiments.

Control of temperature and density in heavy-ion collision experiment

One of the key features of high-energy heavy-ion collision experiments is the ability to control,
to some extent, the temperature of the produced QGP and the quark number density by varying
the collision energy \/syn'. Figure 1.2 shows the rapidity (yem = 0) distributions of the net proton

LV/snN = V/(B1 + E2)2 — (pi + p3)3c2, where E1, F> are the energies of the colliding nucleons, and D1, Db are their

momenta. Note that \/syn represents the center-of-mass energy per nucleon pair, not the total center-of-mass energy
of the colliding nuclei.
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number (number of protons minus number of antiprotons) in central nucleus-nucleus collisions (0-5%
centrality) at various energies [10]. This distribution can be considered equivalent to the rapidity
distribution of the net baryon number after nuclear collisions. Furthermore, it can be said to share
the same shape as the rapidity distribution of the net quark number.

[ 4 aas AGS . | VS 2 100 GeV |
| (ES02.E877,E917) O
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5 |
= (NA49) () e ]
% 60T o RHIC &" <] %
L -
| (BRAHMS) «g )
= 40
i
% i Colliding particles pass through
= 20 L N
I @ ] Vivm < 10 GeV \
L P T
S ,f:#,
&' @
Figure 1.2: The rapidity distribution of net proton *.‘;
production from head-on heavy-ion collisions. The " ]
three data sets represent collisions at different acceler- Colliding particles stop

ators: Au+4Au collisions at the AGS (\/sny = 5GeV),

Pb+Pb collisions at the SPS (\/snyy = 17GeV), and

Au+Au collisions at RHIC (\/syn = 200GeV). For Figure 1.3: Differences in Collisions De-
each data set, events with 0-5% centrality were se- pending on /syn [11].

lected [10].

The rapidity distribution at RHIC is characterized by a very flat shape and relatively low
height. This is because, at extremely high energies reached by RHIC (\/syy £ 100,GeV), as
shown in the top panel of Figure 1.3 quarks inside incident nuclei essentially pass through a collision
point without stopping. At high energies, the nucleon-nucleon interaction (scattering cross-section)
becomes smaller, resulting in insufficient stopping during a collision. Consequently, high-energy
density generated near a collision point remains, which thermalizes to produce high-temperature
matter. However, the net quark density around a collision point becomes small.

In contrast, the rapidity distribution at AGS exhibits a bell-shaped distribution centered around
Yem = 0. This is because, at the energy range of AGS, as shown in the bottom panel of Fig. 1.3,
colliding nuclei stop each other, concentrating all baryons around y., = 0. This occurs because
the nucleon-nucleon interaction becomes stronger while the initial kinetic energy of the nucleons is
lower.

However, if \/syn is reduced excessively, incident particles may not interact, or even if they do,
sufficient compression may not occur, resulting in no significant increase in density. Nevertheless, it
is expected that up to approximately /syn ~ 4 GeV, lowering the energy will lead to an increase
in net quark density [11,12].
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The past and future of heavy-ion collision experiments

The study of QCD matter using high-energy heavy-ion collision experiments began in the 1980s.
Since then, experiments have been conducted at accelerator facilities worldwide, with the highest
priority placed on increasing the collision energy.

In 2000, heavy-ion collisions with /syny = 200 GeV at the RHIC accelerator at Brookhaven
National Laboratory (BNL) in the United States provided an evidence for creation of QGP [13,
14]. Since then with LHC at CERN, it has been established that nuclear matter in the high-
temperature, low-density region can be generated. Currently, we are in a phase of conducting
precise measurements of the properties of nuclear matter in this region and studying mechanisms
of thermal equilibration. This corresponds to the green arrows in Fig. 1.1.

As collision energy increased, RHIC and LHC not only confirmed creation of QGP but also
hinted at the possibility of its formation in smaller systems, such as proton-proton collisions, and
at lower energy region. These phenomena are extremely rare and have only been discovered thanks
to advances in the recent experimental technology. It is very likely that similar phenomena already
occurred at AGS and SPS but remained undetectable due to the technological limitations at that
time. Using modern advanced accelerators and detectors, exploring the energy range from a few
GeV to several tens of GeV opens new possibilities. If highly statistical and precise measurements
can be made in this energy range, it may be possible to study interesting phenomena such as first-
order phase transitions and the phases that emerge in high-density regions. In other words, we
should refocus on the low-energy region we once passed through and push forward into the new
frontier of studying high-baryon-density regions.

Beam-Energy Scan (BES)

To explore this high baryon density region, experiments have been conducted to investigate
the /syn dependence in heavy-ion collisions. This study, aimed at probing the matter existing
in various regions of the QCD phase diagram, is known as the “Beam-Energy Scan (BES)”. This
experiment is one of the key research topics in current high-energy heavy-ion collision studies.
At present, RHIC, the central facility for this project, conducted the “RHIC-BES program” from
around 2010 to 2015. This program investigated ,/syn dependence in the \/syy = 7.7-20GeV
region by significantly lowering the collision energy of heavy-ion collisions. Subsequently, the second
phase of the program, known as “RHIC-BES-TI", was conducted from 2019 to 2021 [11].

The RHIC-BES program has suggested the possibility of the existence of a QCD critical point
and signs of a phase transition in the high baryon density region. In particular, in the measurement
of higher-order moments of “Net-proton fluctuations”, non-monotonic behavior was observed around
VSNN = 7.7, which may indicate the existence of a QCD critical point [15]. In addition, in
the measurement of collective flow, there are signs of softening of the equation of state (EoS) in
the low-energy region, which is an important clue suggesting the existence of a first-order phase
transition [15].

Similar experiments are being conducted at various locations around the world, in addition to
RHIC. Figure 1.4 shows how the collision energy relates to the collision rate in these heavy-ion
collision experiments. RHIC-BES-II, NA61/SHINE, STAR-FXT, and HADES are either currently
operational or have completed their operations, while SIS100-CBM, NICA-MPD, and J-PARC-HI
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are part of future plans. As shown in the figure, future experiments are expected to achieve collision
rates that are two to four orders of magnitude higher than those of previous experiments. This
advance is expected to allow measurements such as the signs observed in the RHIC-BES program
to be made with higher statistics and precision, providing unprecedentedly detailed information. [16].
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Figure 1.4: Interaction rates achieved by existing and planned heavy-ion experiments are shown
as a function of center-of-mass energy. Red symbols represent collider mode, while black and gray
symbols indicate fixed-target mode. The solid curve corresponds to running facilities/experiments,
the long-dashed line represents approved projects, and the short-dashed line indicates those in a
conceptual design stage [16].
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1.2 FAIR CBM experiment

The CBM experiment is a next-generation high-luminosity heavy-ion collision experiment that
will be conducted at FAIR, which is currently under construction in Darmstadt, Germany [17].
The purpose of this experiment is to investigate the QCD phase diagram in the region of high
net-baryon densities and moderate temperatures, using heavy-ion collisions. A key feature of the
CBM experiment is its very high interaction rate, reaching up to 10 MHz in Au+Au collisions at
maximum energy (45 AGeV). This interaction rate is approximately 10* times higher than that of
the RHIC BES program. The experimental setup consists of a fixed-target forward spectrometer
and primarily uses streaming data acquisition [18].

1.2.1 FAIR

The FAIR (Facility for Antiproton and Ion Research) in Darmstadt is planned as a platform
for experiments across various fields, including nuclear physics, hadron physics, atomic physics, and
plasma physics. The centerpiece of this facility is the heavy-ion synchrotron SIS100, installed in a
tunnel with a total length of approximately 1100 m. The tunnel is designed to accommodate the
SIS300 synchrotron in the future [17].

Figure 1.5 shows the existing facilities (blue) and planned future installations (red) of the FAIR.
The existing GSI accelerators serve as the first stage of acceleration for the SIS100 and SIS300
synchrotrons.

The beams used in the CBM experiment are primary beams supplied by the SIS100/300 syn-
chrotrons. At SIS100, the maximum energy of protons reaches 29 GeV, while that of Au ions
reaches 11 AGeV (Table 1.1). Furthermore, the Slow Extraction from the synchrotron provides the
beam at the CBM cave with a continuous structure. This ensures a uniform temporal distribu-
tion of beam particles, enabling an increase in the collision rate. The beam intensity can reach
up to 10 ions/sec, and assuming a 1% interaction probability in the target, the interaction rate is
expected to be 10 MHz [18,19].

Table 1.1: FAIR beam energy [17].

Heavy-ion (Au) beam Light nuclei beam Proton beam
Synchrotron
Ebeam ‘ SNN Epeam ‘ SNN Ebeam ‘ SNN
SIS100 11AGeV | 4.7GeV | 0.5-14AGeV | 1.6-5.4AGeV | 29GeV | 7.5GeV
SIS300 (tentative) || 35 AGeV | 8.2GeV | 0.5-45AGeV | 1.6-9.7AGeV | 90GeV | 13.1GeV

1.2.2 The physics program of the CBM experiment

The purpose of the CBM experiment is to explore the QCD phase diagram in the region of high
density and moderate temperature using high-energy nucleus-nucleus collisions. In this region, the
experiment investigates the properties of nuclear matter at densities close to those in the cores of
neutron stars, the possibility of a phase transition from hadronic matter to quark-gluon matter at
the critical point of the QCD phase diagram, the existence of quarkyonic matter, and signs of chiral
symmetry restoration.
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Figure 1.5: Layout of the Facility for Antiproton and Ion Research (FAIR) [17].

Among observables, the following key measurements will be carried out by CBM [15]:

Differential collective flow of protons, pions, and deuterons to study the symmetric and asym-
metric dense nuclear matter equation of state.

Higher-order proton cumulants and cumulant ratios to search for the QCD critical point and
study medium properties at high baryon densities.

Hyperon correlations and (multi) hypernuclei to study hyperon-nucleon and hyperon-hyperon
interactions, with impacts for the QCD phase diagram and our understanding of the inner
structure of compact stars.

Dilepton spectra and collective flow to characterize the medium temperature, study the chiral
symmetry restoration and search for the first-order phase boundary in the high baryon density
region.

Global polarization and spin alignment at extreme baryon densities to study vorticity and
spin transport.

For example, as shown in the previous section, the RHIC-BES program observed a non-monotonic
behavior in the higher-order moments of net-proton fluctuations around /syy = 7.7 GeV. This
behavior could be a possible indication of the existence of the QCD critical point. However, except
for the fixed-target collision at /syny = 3.0 GeV, the RHIC-BES measurements have not provided
sufficient rapidity coverage and statistical precision necessary for this analysis. To properly investi-
gate this phenomenon, an experiment must be conducted with high statistics and rapidity coverage
—this is precisely the role entrusted to the CBM experiment [15].

10
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To conduct these studies, the CBM experiment will investigate collisions of heavy-ion and proton
beams with fixed heavy-ion targets at the beam energies listed in Table 1.1. Heavy-ion collisions in
this energy range are ideal for examining the properties of high-density nuclear matter. Figure 1.6
shows the energy density e(¢) and the net baryon density p(t) at the center of the fireball as a
function of time for central Au+Au collisions at beam energies of 5 AGeV and 10 AGeV [20]. These
behaviors are predicted by various transport models and hydrodynamic calculations. As suggested
by these simulations, all models suggest that at a beam energy of 10 AGeV, densities up to eight
times the saturation density (pg ~ 0.17 fm~3) can be achieved. Under such circumstances, nucleons
overlap, and a transition to a mixed phase of baryons and quarks is expected. Furthermore, these
simulations suggest that the fireball stays within the phase coexistence region (yellow region) for a
relatively extended period at 5 AGeV and exits this phase at higher energies [19, 20].

T 1
3-fluid

PHSD

UrQMD (1.0)
QGSM (At=1.0)
GiBUU

SU@)

o
T

lIII

N
T T T

-
—T T T

10AGeV 4

Energy density &(t) (GeV/fm®)
Energy density ¢ (GeV/fmS)

C  E— B R ¥ a—T" Y Y-S ¥ —
Net baryon density p(t) (fm'3) Net baryon density p(t) (fm'3)

Figure 1.6: The phase trajectories (p(t), (t)) at the center of a head-on Au+Au collision for various
bombarding energies are shown as obtained using the indicated models, along with the schematic
phase boundary. The yellow region represents the coexistence region, while areas below the black
line (¢(p,T = 0)) are considered inaccessible. The symbols on the URQMD and QGSM curves are
separated by the time intervals indicated in parentheses (fm/c) [20].

1.2.3 CBM spectrometer

The CBM experiment aims to measure almost all particles produced in nuclear collisions with
high precision, focusing on quantities like yields, distributions, correlations, and fluctuations. To
detect rare observables, particle tracks from each collision are reconstructed and analyzed in real
time. This method introduces a new approach to data acquisition in high-energy physics, as CBM
operates without a conventional trigger system [18].

The CBM experiment aims to begin operations in late 2028, and the setup of the detectors is
currently underway. Figure 1.7 shows the setup of the CBM experiment. Immediately behind the
target, a dipole magnet is positioned, housing the collision point detector (MVD) and the silicon strip
detector (STS). These detectors are used for track reconstruction and momentum measurement. For
lepton identification, either MUCH for muons or RICH for electrons is employed, with the choice
depending on the operating mode. Additionally, a Transition Radiation Detector (TRD) for electron
identification and a Time-of-Flight detector (TOF) for charged particle identification are installed.
These detectors acceptance covers forward angles of up to 25 degrees [18].
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Figure 1.7: The CBM experimental setup at FAIR [19].

1.2.4 Silicon Tracking System (STS)

The STS (Silicon Tracking System) is the main tracking detector of the CBM experiment.
Installed in a 1T dipole magnet, it reconstructs tracks of charged particles and measures their
momenta. In particular, accurate track reconstruction in a high-rate interaction environment is
critical. To achieve this, a detector with high time resolution, position resolution and detection
efficiency is essential, and the STS fulfils these requirements.

Details of the STS are discribed in Chapter 2. This section outlines the design objectives of the
STS and provides an overview of its collaboration with the J-PARC E16 experiment.

Design constraints and requrements

The detector performance requirements are summarised in Table 1.2. This section focuses on
the unique characteristics of high-luminosity heavy-ion collision experiments, in particular strip
occupancy and radiation resistance.

* Maximum strip occupancies In the CBM experiment, at an interaction rate of up to 10 MHz,
the hit rate in the innermost region of the STS reaches up to 10 MHz/cm?, decreasing by two orders
of magnitude in the outer regions. To account for this, the strip lengths are adjusted to keep the
maximum strip occupancy2 to a few percent.

*Radiation-tolerance According to the simulations with FLUKA3, the most exposed sensor po-
sition experiences 1 x 1012~13 Neg/ cm?/1 month. To withstand approximately 10 months of exposure,
a radiation tolerance of up to 1 x 10 ne,/cm? is required [18].

2Strip occupancy = Number of activated strips / Total number of strips
3 A standard package for the calculation of non-ionising radiation. It provides the best physical description, espe-
cially for low energy neutrons.
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Table 1.2: Design constraints and requirements for STS [18].

Parameter Value
Aperture 2.5° < © < 25°
Spatial resolution 25 nm
Maximum strip occupancies a few%
Signal shaping time 20 nsec level
Single-hit efficiency close to 100%
Track reconstruction efficiency 95%
Radiation-resistance (integrated fluence) | 1 x 10 neq /cm?
Momentum resolution Ap/p~ 1%

Collaboration with the J-PARC E16 experiment

The STS is currently being tested using beams of SIS18, an existing synchrotron at GSI in the
mCBM program (FAIR Phase-0) [21]. However, testing under actual experimental conditions, such
as in a magnetic field and with high-intensity beams, remains insufficient. To address this, the STS
sensors are installed as the innermost tracking detector of the J-PARC E16 experiment, where it
undergoes performance evaluation and operational testing using high-intensity beams (1 x 10'° pro-
ton per 2-sec spill) in a magnetic field (1.77 T). The interaction rate in the J-PARC E16 experiment
reaches 10 MHz, which is equivalent to CBM. The J-PARC E16 experiment is an excellent experi-
ment for testing the operation of STS.

The introduction of the STS into the E16 experiment also provides benefits for the experiment
itself. The E16 experiment aims to verify the partial restoration of spontaneously broken chiral
symmetry through electron-positron pair measurements using high-intensity proton beams (Chap-
ter 3). To measure this restoration phenomenon, precise tracking of electrons (positron) is essential.
The primary tracking detector in the E16 experiment, the GEM tracker (GTR), has a relatively
large time resolution of 300 nsec, which leads to a high fake track rate under high-rate intaraction.
Therefore, a tracking detector with a high time resolution on the order of a few nsec is required.
To meet this requirement, the introduction of the STS has been considered, and it is expected to
contribute to improving the accuracy of track reconstruction in the E16 experiment.

Need to test in a real R .
. . Need to improve the tracking accuracy ]
experimental environment I
(magnetic field) using a beam
J-PARC E16 (=J-PARC-HI Phase 0)

FAIR CBM | 1layer
(10 modules . N N .
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Figure 1.8: Collaboration between the CBM experiment and the J-PARC E16 experiment: STS
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Additionally, it is important to note that the E16 experiment represents the initial stage of
the J-PARC-HI program, corresponding to Phase0. The J-PARC-HI project is currently being
led by H. Sako, and in the future, there are plans to convert the E16 beamline (high-p beamline,
Section 3.4.2) to heavy ion acceleration [22]. The collaboration between these two programs, which
have similar goals, is crucial for leading progress in this field. The collaboration between the CBM
and the J-PARC E16 is also important in this context.

1.3 Purpose of my study and thesis outline

The purpose of my study is to develop and evaluate the main tracking detector (STS) for the
next-generation high-luminosity heavy-ion collision experiment (CBM). Therefore, the STS sensors
were installed in the J-PARC E16 experiment and performance evaluation and operation tests were
carried out. As mentioned above, this also has advantages for the J-PARC E16 experiment.

The STS was first installed and started operating in the J-PARC E16 experiment commissioning
run (Run-0d) in 2023. During this commissioning run, we were unable to obtain much performance
evaluation data due to some reasons such as insufficient preparation and a shortened beam time due
to a fire. Therefore, in November 2023, we carried out a performance evaluation using an electron
beam. Here, we tested the E16 STS DAQ system and evaluated its fundamental sensor performance,
including time resolution and detection efficiency. In the fifth commissioning run (Run-0Oe) of the
J-PARC E16 experiment, which was carried out in May 2024, we collected data and evaluated the
performance, including operation verification under the actual experimental conditions, such as in
a magnetic field and under high-rate conditions. This thesis reports on the results of the STS
peformance evaluation through these two tests.

This thesis is made up of seven chapters, and Chapter 1 begins with the QCD phase diagram, and
briefly summarises the future mission of heavy ion collision experiments and the CBM experiment.
The remaining chapters are organised as follows:

e Chapter 2 explains the CBM STS. Starting with the detection principle of silicon strip detector,
it explains the basic performance of sensors, readout chips, and the layout of the CBM STS.

e Chapter 3 explains the J-PARC E16 experiment, the experimental stage. The physics of the
E16 experiment, the beamline, and the spectrometer.

e Chapter 4 explains the installation of the STS for the J-PARC E16 experiment. It details the
requirements for the STS in the context of E16, the structure of the E16 STS Chamber, and
the E16 STS readout chain.

e Chapter ) reports on the test experiment conducted using the electron beam at KEK. This
chapter primarily focuses on the evaluation of time resolution and detection efficiency of the
STS sensor.

e Chapter 6 reports on the operational results of the STS during Run-0Oe of the J-PARC E16
experiment. This chapter discusses the performance of the STS under actual experimental
conditions and its operational stability in a magnetic field.

e Chapter 7 reports summary and outlook.
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Chapter 2

Silicon Tracking System (STS)

The Silicon Tracking System (STS) is the primary tracking detector in the CBM experiment.
The STS was designed based on the constraints outlined in Table 1.2. First, the principles of silicon
detectors are described, followed by an explanation of the CBM STS module, including its sensors
and front-end boards. Finally, the layout of the CBM STS is discussed.

2.1 Principles of silicon detectors

2.1.1 P/N-type semiconductors

Silicon forms a crystal with a regular structure, and the energy states occupied by electrons
within the crystal are distributed in nearly continuous ranges called energy bands. In this energy
band structure, there is a “valence band”, which is typically filled with electrons, and a “conduction
band”, which is at a higher energy level and can conduct electricity when electrons are present. The
region between the valence band and the conduction band, where no electron states exist, is called
the forbidden band or bandgap. The bandgap of silicon is approximately 1.12eV at room tempera-
ture. This energy gap is significantly larger than the thermal energy (kg7 = 0.025eV) of an electron
at room temperature, meaning that only a small fraction of electrons can thermally excite into the
conduction band, leaving silicon with low electrical conductivity under normal conditions [23].

electron
N-type (free electron) P-type
OO
Replace some of the Si atoms with P atoms Replace some of the Si atoms with B atoms

Figure 2.1: p/n-type silicon semiconductors.

The electrical properties of silicon are determined by impurities within the crystal. For example,
when impurities with five valence electrons, such as phosphorus (P), arsenic (As), or antimony (Sb),
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Chapter 2  Silicon Tracking System (STS)

are added to silicon, which has four valence electrons, one extra electron is left after bonding with
silicon atoms. This electron can easily move to the conduction band, allowing it to contribute
to charge transport in silicon. A semiconductor that has loosely bound electrons due to such
impurities is called an “n-type” semiconductor (Figure 2.1 left). The charge carriers responsible
for charge transport in a silicon crystal are collectively referred to as “carriers”. Conversely, when
impurities with three valence electrons, such as boron (B), aluminum (Al), or gallium (Ga), are
added to silicon, holes act as carriers and help in charge movement, turning the semiconductor
into a “p-type” semiconductor (Figure 2.1 right). Additionally, n-type and p-type semiconductors
with very high levels of impurities are called n™ and p™ semiconductors, respectively, while n-type
semiconductors with low levels of impurities are called n™.

2.1.2 P-N junction and depletion layer

N-type and p-type semiconductors are typically used in combination. At the junction between
p-type and n-type semiconductors, electrons diffuse from the electron-rich n-type semiconductor to
the p-type semiconductor, while holes diffuse from the hole-rich p-type semiconductor to the n-type
semiconductor. In this process, electrons and holes neutralize each other near the interface. This
creates a region at the p-n junction interface that is devoid of carriers, known as the “depletion
layer”. In the p-type region of the depletion layer, negatively charged acceptor ions that have
received electrons are present, while in the n-type region, positively charged donor ions that have
received holes are present. Due to the electrostatic attraction between these donor and acceptor
ions, an internal electric field is generated within the depletion layer.

As the depletion layer begins to form, free electrons in the n-type semiconductor are blocked
and pushed back by the internal electric field, preventing further diffusion. Similarly, holes in the
p-type semiconductor are also blocked and repelled by the internal electric field. In this way, the
diffusion of majority carriers stops, and equilibrium is established [23].

p-n_junction Bias voltage application
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® hole p-type n-type p-type n-type
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Figure 2.2: pn-junction and energy band structure.

Additionally, in terms of the energy band structure, when a p-n junction is formed, the Fermi
levels align, causing the energy bands to bend in the depletion layer region, creating a step. This
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step, represented by the voltage Vp, is called the diffusion potential. For example, in the case of a
p-n junction formed with silicon, the diffusion potential is approximately 0.6 to 0.7V (Fig. 2.2 left).

The depletion layer is usually small, so applying a positive voltage to the n-type semiconductor
and a negative voltage to the p-type semiconductor can widen the depletion layer (Fig. 2.2 right).
This voltage orientation is called “reverse bias”. The thickness of the depletion layer increases with
the magnitude of the reverse bias, but when a large reverse bias is applied, the current suddenly
flows in the reverse direction at a certain voltage. This phenomenon is called “breakdown”.

2.1.3 Detection principles of silicon detectors

There are two detection methods for silicon detectors used for high-energy particles: the scintil-
lator type, which detects particles indirectly by causing a scintillator to emit light, and the direct
type, which detects high-energy particles directly. In general, direct-type detectors are used for
tracking detection.

When a charged particle enters a direct-type silicon detector, it loses energy along a straight
path, which depends on the type and energy of the particle. This interaction between the charged
particle and electrons in the silicon generates electron-hole pairs. By layering silicon detectors
and recording the points where the charged particle passes as electrical signals, its track can be
reconstructed. Additionally, the number of electron-hole pairs created depends only on the energy
loss of the particle, not on the particle type (at 300 K, one electron-hole pair is generated for every
3.62¢eV of energy lost). This means that by measuring the amount of charge, we can estimate the
particle’s energy loss [23].

The common types of silicon tracking detectors are strip-type and pixel-type detectors. Strip-
type detectors are further classified into single-sided silicon strip detectors (SSSD) and double-sided
silicon strip detectors (DSSD). Since the CBM STS sensor is a DSSD, the following section will
provide an explanation of this type.

Double-sided Silicon Strip Detector (DSSD)

Figure 2.3 is a conceptual diagram of the DSSD. Structurally, p+ type semiconductor strips
are placed on one side of an n-type semiconductor plate (n-type semiconductor bulk), while n+
type semiconductor strips are arranged on the opposite side. Additionally, aluminum electrodes for
current readout are connected to the strips (Fig. 2.3 shows the AC readout type). Compared to the
DC readout type, the AC readout type has the advantage that dark current from each strip does
not flow into the signal line. The CBM ST'S sensor also uses this AC readout configuration.

When a charged particle enters the depletion layer expanded by the bias voltage, it loses energy
within the silicon depletion layer. This energy loss generates a number of electron-hole pairs in the
depletion layer, proportional to the energy deposited by the charged particle. The resulting electrons
and holes are collected by the n™ and p* strips, respectively, due to the reverse bias voltage. These
collected electrons and holes are then read out as an electrical current through aluminum strips,
allowing the detection of the particle’s track.

In this process, the n™ strips are inherently electrically connected to the n-type semiconductor
bulk, causing electrons generated in the depletion layer to be detected equally by all n+ strips. To
prevent this, double-sided silicon strip detectors insert p-stop regions, which are p™ type strips,
between the n™ strips. The p-stop regions create depletion layers between themselves and the n-
type semiconductor bulk. As a result, the depletion layers formed by the p™ strips and the p-stops
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merge, electrically isolating each n+ strip from one another.

In an orthogonal-type DSSD, where the p-side and n-side strips are arranged perpendicular
to each other, high position resolution can be achieved in both directions. However, to align the
readout directions geometrically, the readout electrodes on one side must be positioned in a different
direction from the strips (DML: Double MetalLayer). The DML often increases the total capacitance
of the strips, which can affect signal quality and overall detector performance. Therefore, the CBM
STS sensor is a non-orthogonal type DSSD, with the p-side strips slightly angled (Fig. 2.3 right)?.
This angle is called the “stereo angle” [24].

i(t)
. JL* to front-end — Stereo angle Readout Al SiO2
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Figure 2.3: Structure of DSSD (left) and explanation of stereo angle (right).

2.2 STS module

The basic building block of the STS is the detector
module. It includes a double-sided silicon sensor con- Silicon sensor
nected to two front-end boards (FEB-8) via thin microca-
bles. Each side of the sensor has 1024 strips, linked to an
FEB-8 that holds 8 custom-designed ASICs (STS-MUCH
XYTER). Groups of 128 strips are connected to pairs of
microcables, that carry analog signals to the FEB-8.

Modules with different form factors (sensor sizes and
microcable lengths) will be produced based on their posi-
tion in the final detector. Figure 2.4 shows a prototype of
the detector module. The main components are described Figure 2.4: The STS module: This
in the following sections. is the functional building block of the

STS [19].

Front-end boards (FEB-8)

2.2.1 Silicon sensor

The CBM STS sensor is a non-orthogonal type DSSD sensor manufactured by Hamamatsu
Photonics. On both sides of an n-type wafer with a thickness of 320 pm, 1024 n-type (or p-type)
strips are arranged with a pitch of 58 pym. The strips on the p-side are tilted by 7.5 degrees relative
to the n-side strips. This design minimizes the number of ghost hits while providing sufficient

'"However, The short strips at the edge of the p-side are interconnected using a second metallization layer (DML)
on the sensor (Appendix A.1).
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resolution along the direction of the strips. The basic specifications are shown in Table 2.1. The
sensors are designed with four different strip lengths and are planned to be arranged to maintain
a maximum strip occupancy of a few percent, in accordance with the particle density in the STS
detector region (Figure 2.5) [18].

Table 2.1: Basic specifications of the CBM STS sensor.

Parameter Value
Size 62 x 22/42/62/124 mm?
Sensitive area 60 x 20/40,/60/120 mm?
Thickness 320 pm (0.37% Xo)
Strip pitch 58 pm
Stereo angle 7.5deg.
Number of Strips 1024
Position resolution | (x) 15um, (y) 110 pm
Time resolution ~ 6nsec

& s

I

Figure 2.5: The CBMOG6 silicon sensors family for the tracking system. Sensors will be produced
with the same width of 62 mm and four different strip lengths (22 mm, 42 mm, 62 mm and 124 mm),
matching the track densities in the STS detector [19].

2.2.2 Micro-cable

Low-mass micro cables are used to transfer signals from the sensors to the FEB-8. They are
covered with a shielding layer in order to reduce the electromagnetic interference and noise level.
For the signal transmission, two layers of microcable with aluminum strips and 116 pm pitch are
used (The sensor strips are divided into two layers of cables, one for even-numbered strips and one
for odd-numbered strips.). They are separated with a meshed spacer in order to reduce the parasitic
inter-layer capacitance, see Figure 2.6. The supporting material for the aluminum strips is 20 pm
polyimide [19].
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Figure 2.6: Cross section of a stack of readout microcables [19] (left) and photo of microcables
(right). The diagram illustrates the effective capacitances between the different cable layers.

2.2.3 FEB-8

The FEB-8 (Front End Board) is a readout board equipped with eight STS-XYTER (SMX)
ASICs. Each ASIC is capable of reading out 128 channels, allowing a single FEB-8 to read out
1024 channels (one side of the sensor). There are two types of FEB-8 with geometrically symmetric
signal arrangements, and different types are used for the two sides of the sensor. The SMXs on the

FEB-8 are connected to the silicon body via micro-cables. Below is a description of the ASIC, the
SMX.

STS-MUCH XYTERv2

The STS-MUCH XYTERv2 (STS-MUXH X, Y, Coordinate, Time, and Energy Read out,
(SMX)) is a self-triggered, continuous readout ASIC developed for the silicon strip detectors and
GEM detectors in the CBM experiment. The specifications of the SMX are shown in Table 2.2 [25].
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Figure 2.7: FEB-8 (left) and STS-MUCH XYTERv2 (right) [25].
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Table 2.2: Basic specifications of STS-XYTER [25].

Parameter Value

Number of channels 128 + 2ch
Input capacitance (detector + cable) 30 pF
ENC (Equivalent Noise Charge) @30 pF 900 e~
ADC bit 5-bit
TDC bit 14-bit

A simplified circuit diagram of the SMX is shown in Figure 2.8. The charge signals generated
by the detector are processed by a Charge Sensitive Amplifier (CSA), which integrates the signals.
The output from the CSA is then sent to the Polarity Selection Circuit (PSC), which adjusts the
signal polarity. This component is essential for reading out the SSD, where charge signals with
different polarities are input from both sides. The output signal from the PSC is divided into two
paths, where signal shaping is performed by the fast SHAPER (shaping time: 30nsec) and the slow
SHAPER (shaping time: 90, 160, 220, 280 nsec, used at 90nsec in the J-PARC E16 experiment).
In the discriminator logic (DISCR LOGIC, 320 MHz, 14-bit), a timestamp is recorded, while in the
ADC logic (flash ADC, 5-bit), the peak value of the waveform corresponding to the incident charge
is recorded. By dividing the signal into these two paths, it is possible to record both time and charge
with high resolution. Additionally, by changing the capacitance value of the CSA, the system can
switch between the STS mode (ADC range: 0-14fC) and the MUCH mode (ADC range: 0-90fC).
For STS readout, the STS mode is used [25].
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Figure 2.8: SMX circuite [25].

Hit generation mechanism

In self-trigger mode, hit information is generated according to the following procedure (Figure 2.9
and Figure 2.10). First, each time the signal from the fast SHAPER exceeds the threshold of the
discriminator, the value of the timestamp is stored in the latch. When the signal from the slow
SHAPER exceeds the lowest threshold of the 5-bit ADC discriminator, the storage of the timestamp
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into the latch is blocked by the block_ts signal. When the signal from the slow SHAPER reaches its
peak and returns to the lowest threshold of the ADC discriminator, the data valid flag is asserted,
and the hit data is written to the FIFO. Subsequently, the state of the channel is reset by the
reset signal. If a new hit occurs during this process, the event missed flag is added to the hit
information [25].

14-bit timestamp counter < 160 MHz clock
LSB = 3.125 ns, GRAY encoded <

Analog Front-End channel

timestamp
FAST latch_ts b q I
< 30ns shaper [ e riminator > <13:0> o8 o
3 Lol Ew |-
O . block_ts = ool o |g
90-280 ns 5bit ADC energy<4:0> | =2 £l g5 | §
shaper + peak detector data valid o ¢l € °$° z
reset E -8 ° .{C‘j
logic missed © o+ —
to test interface
Figure 2.9: Hit generation mechanism [19,25].
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Figure 2.10: Timing scheme of the hit generation [25].

To correctly acquire hit data, it is essential to set appropriate thresholds, particularly ensuring
that the timing discriminator threshold (FAST threshold) is set sufficiently lower than the lowest
ADC (adc = chl) threshold. This ensures that the timestamp value is latched each time the initial
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ADC discriminator is triggered. If the FAST threshold is set higher than the lowest ADC threshold,
as shown in Figure2.11, hits that exceed the lowest ADC threshold but do not exceed the FAST
threshold will have the timing of the previous hit recorded. Refer to Appendix C.2 for the proper
method of threshold adjustment [25].
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Figure 2.11: Timing scheme of the hit generation when the FAST threshold is higher than the
lowest ADC threshold.

2.3 CBM STS layout

The smallest unit of the STS is a module, as described in the previous section. These modules
are grouped into sectors for readout purposes. The sectors are mounted onto a carbon fiber support
structure, forming a ladder that is mechanically and electrically integrated into a tracking station.
The readout direction of each module is oriented toward its respective end. Multiple ladders are
then aligned side by side to form a single plane, referred to as a station (Figure 2.12).

The STS comprises eight stacked stations, covering an acceptance range of 2.5° < © < 25°.
Station 1 is positioned 30 cm downstream of the target, with subsequent stations spaced 1 cm apart
(Figure,2.13). The setup includes 106 detector ladders, 896 modules, and 14,336 STS-XYTER
ASICs, housed within a 2m3, 1T dipole magnet [26]. This design facilitates the reconstruction of
tracks and momentum determination for a variety of charged particles from beam-target interac-
tions [18].
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Figure 2.12: Conceptional layout of the tracking stations and their building blocks [18].
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Figure 2.13: CBM STS layout [18,19].
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J-PARC E16 experiment

The J-PARC E16 experiment aims to experimentally investigate the partial restoration of chiral
symmetry in dense matter by studying changes in the properties of vector mesons. In this experi-
ment, we aim to observe changes in the in-medium spectral functions of vector mesons as a possible
signature of chiral symmetry restoration. Specifically, we measure the Sy dependence of the mass
distribution of vector mesons through their decays into electron pairs (p,w,® — ete™), as electron
pairs are minimally affected by final-state interactions. These measurements are carried out in
proton-nucleus (p+A) collisions at a proton beam energy of 30 GeV.

This section provides an overview of the J-PARC E16 experiment. First, the physics background
and previous studies are introduced. Next, the objectives and current status of the K16 experiment
are explained. Finally, a brief description of the beamline and each detector is provided.

3.1 Physics background

Chiral symmetry in quantum chromodynamics (QCD) is a fundamental symmetry that exists
in the idealized scenario where quark masses are zero and is an intrinsic property of the QCD La-
grangian. This symmetry permits left-handed and right-handed quarks to transform independently.
However, in the actual vacuum state, this symmetry is spontaneously broken.

The quark condensate (Gq) is the order parameter of chiral symmetry, serving as an indicator of
chiral symmetry breaking and playing a crucial role in the dynamical generation of quark masses.
Light quarks, such as u and d quarks with bare masses of only a few MeV, acquire significant
dynamical masses through interactions with the QCD vacuum. This process can be expressed as:

M, =mg + X, (3.1)

where my is the bare quark mass, and ¥, represents the vacuum interaction contribution, closely
linked to (gq). ¥, reflects quantum fluctuations and the non-trivial QCD vacuum structure, leading
to dynamical masses around 300 MeV for light quarks. Consequently, most hadron masses arise not
from bare quark masses but from spontaneous chiral symmetry breaking [27].

Furthermore, the spontaneous breaking of chiral symmetry, as described by the Nambu-Goldstone

(NG) theorem, leads to the emergence of massless pseudoscalar particles. In QCD, these particles
manifest as pions. The nonzero mass of physical pions arises from contributions due to finite quark
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masses, which explicitly break chiral symmetry. This relationship is quantitatively expressed by the
Gell-Mann-Oakes-Renner (GOR) relation [28]:

2 2 =~ (mu + ma) (i + dd), (3.2)

Here, m, represents the pion mass, f; denotes the pion decay constant, and m, and mg are the
bare masses of the u and d quarks. This equation demonstrates how the pion mass is determined
by the breaking of chiral symmetry.

Chiral symmetry breaking is expected to be partially restored under finite temperature and
finite density conditions, and these dependencies have been quantitatively investigated using the
Nambu-Jona-Lasinio (NJL) model [27,29]. The quark condensate (gq), as shown in Fig. 3.1, depends
on temperature T and density p and exhibits the following characteristics:

e Phase transition-like behavior at finite temperature: The quark condensate decreases
sharply near the critical temperature T, indicating phase transition-like behavior.

e Linear decrease at finite density: At finite density p, the condensate exhibits an approx-
imately linear dependence.

|<qq)p,T|

DENSITY

Figure 3.1: The condensate (Gq) as a function of density p and temperature 7. The density is given
in units of nuclear matter density po = 0.17 fm™3 [28].

The spontaneous breaking of chiral symmetry is a fundamental concept for understanding the
properties of the QCD vacuum. Experimentally observing the partial restoration of chiral symmetry
under finite temperature and density conditions remains a significant challenge. Understanding this
phenomenon is essential for gaining deeper insights into the mechanism of hadron mass generation
and the fundamental nature of QCD.
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3.2 Previous study

To investigate the partial restoration of spontaneously broken chiral symmetry, it is essential to
quantitatively evaluate the quark condensate under high-temperature or high-density conditions.
However, the quark condensate (Gq) is not directly observable, making direct measurement impos-
sible. As a result, efforts have focused on measuring the masses of hadrons, which are influenced
by the quark condensate, by analyzing their mass spectra in various media. Among these, vector
mesons have been extensively used as probes to study the effects in finite-density media. Vector
mesons are particularly important for exploring the QCD vacuum because their masses primarily
arise from the quark masses due to minimal interaction terms and because they decay into lep-
ton pairs, which are unaffected by strong interactions. Therefore, they serve as critical probes for
investigating the QCD vacuum.

3.2.1 QCD sum rules

Theoretically, the masses of vector mesons are predicted to decrease inside nuclear matter.
Figure 3.2 presents the theoretical predictions for the mass changes of vector mesons in a finite-
density environment based on the QCD sum rules, as proposed by T. Hatsuda and S. H. Lee [30].
In this figure, the horizontal axis represents the density p, normalized by the nuclear saturation
density pg. According to these theoretical predictions, at nuclear saturation density pg, the masses
of p and w mesons are expected to decrease by approximately 120 ~ 180 MeV /c?, while the mass
of the ¢ meson is predicted to decrease by about 20 ~ 40 MeV /c?.
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Figure 3.2: Density dependence of the mass of vector mesons calculated using QCD sum rules [30].
Panel (a) shows p and w mesons, while panel (b) illustrates ¢ mesons. /Sy represents the threshold
where the calculation method is applicable. The parameter y denotes the strangeness content in
nucleons, assumed in the paper to be within the range 0.12 < y < 0.22.

P. Gubler and K. Ohtani combined the QCD Sum Rules with the Maximum Entropy Method
(MEM) to derive the relationship between the masses of mesons in nuclear matter and the strangeness
quark condensate in nucleons [31]. The strangeness quark condensate in nuclear matter is related
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to the expectation value of the strangeness quark condensate in a single nucleon as follows:
(58), = (35)o + (N3s|N)p, (3.3)
The relationship between the strange sigma term, expressed using (5s), as:
osn = ms(N|ss|N), (3.4)

and the peak value of the ¢ meson mass spectrum at nuclear densities is plotted in Fig. 3.3. From this
figure, it can be seen that the mass shift of the ¢ meson and o4x have a proportional relationship,
which can be expressed as follows:

meDh 1= [0 (552)] £, .

Here, the coefficients are given as:

3

bo = (1.00 4 0.34) - 1072,
by = (2.86 +0.48) - 1074,

From this equation, it can be seen that the sign of the mass shift changes when o,y /1 MeV equals
bo/by = 34.9 +13.1.
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Figure 3.3: Dependence of oy, for ¢ mesons in nuclear matter density [31].

Experimentally, measuring the masses of hadrons in finite-density environments requires the
production of vector mesons within nuclei and the subsequent measurement of their masses. Prior
experiments include heavy-ion collision experiments such as the NA60 experiment conducted at
CERN and the HADES experiment at GSI. In the NA60 experiment, changes in the mass spectrum
of the p meson were observed, which were ultimately concluded to result from a broadening of the
mass width. Similarly, the HADES experiment reported changes in the mass spectrum of the w
meson.

On the other hand, proton and photon beam experiments, such as the CBELSA-TAPS experi-
ment at ELSA and the CLAS experiment at Jefferson Laboratory, have investigated the behavior of
p, w, and ¢ mesons in medium. However, these experiments did not observe definitive mass changes
that could be directly linked to the partial restoration of chiral symmetry. In contrast, the KEK-PS
E325 experiment observed a significant mass reduction for the ¢ meson.
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3.2.2 KEK-PS E325 experiment

The KEK-PS E325 experiment was the first in the world to demonstrate that the mass of the
¢ meson decreases within nuclear matter. This experiment was conducted at the KEK proton
synchrotron, where 12 GeV protons were incident on carbon and copper targets. The mass spectra
of vector mesons were measured through the reaction:

p+A—=puwd+X —sete + X, (3.6)

where vector mesons decay into electron-positron pairs.

Figure 3.4a shows the invariant mass spectrum of e™ e~ pairs obtained in the E325 experiment.
The fitting in Fig. 3.4a represents the observed invariant mass distribution of e™ e~ pairs, modeled
as contributions from hadronic decay processes, including p — eTe™, w — eTe™, ¢ — eTe™,
n— ete ™y, and w — ete 70, as well as background estimated using the event-mixing method.

From this analysis, an excess in yield is observed on the low-mass side of the w meson peak, in
the region of 0.6 ~ 0.76 GeV /c?. This excess is interpreted as a modification of the mass spectra of
p and w mesons.

To reproduce the observed mass distribution, a comparison was made between the data and
a model that considers mass modifications of mesons in a medium. In this model, the density
dependence of the p and w meson masses is assumed as follows:

mu(p) . P
mw(o)_1 kpo, (3.7)

where p represents the density of the system, and py denotes the standard nuclear density. The fit
to the data using this assumption yielded a value of £ = 0.092 £+ 0.002, indicating that the masses
of the p and w mesons decrease by 9% at standard nuclear density.

Figure 3.4b shows the invariant mass distribution of e*e™ pairs, fitted for the ¢ meson using
a Breit-Wigner distribution combined with a quadratic polynomial for the background. For data
obtained with a copper target in the region gy < 1.25, an excess on the low-mass side of the ¢
meson peak was observed.
Similar to the approach above, the mass modification of the ¢ meson in a medium was modeled
as:
p
=1—ki—, (3.8)
me(0) Po
and to explain the observed 22% excess in the ¢ meson mass for Sy < 1.25, a broadening of the
decay width was also considered:

FL([)) =1+ k2£. (3.9)

I'»(0) Po

Using these models, the best-fit parameters were determined to be k; = 0.034f8:88(75 and ko =
2.6ﬂ:§. These results indicate that at standard nuclear density, the ¢ meson mass decreases by
3.4% and its decay width increases by a factor of 3.6.

However, this result corresponds to osn being greater than 100 MeV in the calculation of Eq. 3.5,
which is inconsistent with recent lattice QCD data suggesting that o,y is less than 70 MeV.
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Figure 3.4: The invariant mass spectrum obtained from the KEK-PS E325 experiment.
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3.3 Purpose of the J-PARC E16 experiment

Although many experiments have been conducted to study the mass distribution of vector
mesons in nuclear matter, no clear conclusions have been reached. The main reasons for this are
the lack of sufficient statistical precision and mass resolution. For example, in the KEK-PS K325
experiment, the analysis of the mass reduction of vector mesons depended heavily on models due
to these limitations.

To address these issues, the J-PARC E16 experiment was designed. Similar to the KEK-PS
E325 experiment, the J-PARC E16 experiment aims to measure the mass of vector mesons in
nuclear matter by a high-intensity proton beam with nuclear targets. Compared to the KEK-PS
E325 experiment, it offers the following advantages:

09 protons/spill (2sec))

10 times higher beam intensity (1 x 1

5 times greater acceptance

2 times higher production cross-section for ¢ mesons

Improved mass resolution of approximately 5 MeV

These improvements aim to achieve 100 times the statistical precision and twice the mass reso-
lution compared to the preceding experiments.

Currently, multiple commissioning runs have been conducted since February 2020, with the latest

commissioning run, Run-0Oe, completed in 2024. While discussions are still ongoing, the full-scale
physics data acquisition run, Run-1, is expected to commence in the spring of 2025.
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3.4 Experimental Facility

3.4.1 J-PARC

J-PARC (Japan Proton Accelerator Research Complex) is an experimental facility jointly con-
structed by KEK (High Energy Accelerator Research Organization) and JAEA (Japan Atomic
Energy Agency). The facility provides high-energy proton beams and various secondary beams,
succeeding the KEK-PS, which ceased operation in 2005. Figure 3.5 shows an aerial photograph of
the J-PARC site. Negative hydrogen ions generated in the ion source are accelerated to 400 MeV in
the LINAC linear accelerator. These ions pass through a carbon film, where they are converted to
proton beams, and are then sent to the Rapid Cycling Synchrotron (RCS). Beams from LINAC are
injected into RCS at a frequency of 324 MHz (3 nsec), using an adjustable injection pattern to fill a
single RCS bucket at a desired intensity, with a maximum bucket length of 500 psec. The protons
in the RCS are then accelerated to 3 GeV and extracted by a kicker magnet. The extracted beam
is transported to either the Materials and Life Science Experimental Facility (MLF) or the Main
Ring (MR). Injection, acceleration, and extraction at the RCS are repeated at a frequency of 25 Hz.

The MR is a synchrotron with a circumference of about 1.6 km, where proton beams are accel-
erated up to 30 GeV before being directed to the Hadron Experimental Facility and the Neutrino
Experimental Facility. In typical scattering experiments, since reactions are detected one event at
a time, it is ideal to extract a low-intensity beam over an extended period of time. For this reason,
beam transport to the Hadron Experimental Facility involves the “slow extraction (SX)” method,in
which 10'3 protons are extracted over a span of two seconds.

MR
Circumference: 1600 m
30 GeV synchrotron

RCS
Circumference: 300 m

GeV synchrotrn 25 Hz ||

Experimental
Facility

Total length: 300 m
1400 Mev 25 Hz |t

“ »
‘s“ ! ,lr Neutrino -
! /l - o \
. 1 il Experimental .
i | et Facility A
] Ny £

Materials and Life ” ’
Science Experimental [# °
Facility (MLF)

Figure 3.5: J-PARC aerial photograph: accelerators and experimental facilities [34].
3.4.2 Hadron experimental facility and high-p beamline

The proton beam extracted from the MR is transported through the primary beamline along a
200 m section called the switch yard (SY) to the secondary particle production target (T1) located
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in the hadron experimental hall (Figure 3.6). Secondary particles, such as K, m mesons, and an-
tiprotons, produced at the secondary particle production target are transported to their respective
experimental areas via secondary beamlines.

The Lambertson magnet, located about 100m upstream of T1 in the switchyard, splits the
proton beam by about 0.02% and transports it to the high-p beamline in the hadron experimental
hall. This high-momentum beamline is used in the E16 experiment. Fig.3.6 shows the high-
momentum beamline, the switchyard, and the hadron experimental hall.
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Figure 3.6: High-p beamline.

3.5 Target

In the E16 experiment, thin films of polyethylene, carbon, copper, and lead are used as nuclear
targets. The thicker the target, the higher the number of reactions and the higher the yield, but
the background due to electron pair production from gamma rays also increases. Therefore, the
target thickness should be set so that the total interaction length is less than 0.2% and the radiation
length is less than 0.5%. Specifically, one carbon target of 500 pm and two copper targets of 80 pm
are used for Run-0 and Run-1.

Y\: Z (beam axis)
g 4
C target :
o
o e
- ) N - " X 4 oL
2 mm‘ C 500 um

=~ Cu 80 pm

10lmm

Figure 3.7: Target chamber (left) and target geometry (right) for commissioning runs and Run-1.

The targets are placed in a chamber filled with helium gas to reduce area activation caused by
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beam energy loss. The left panel of Figure 3.7 shows the target chamber used during the commis-
sioning runs and Run-1, while the right panel illustrates the geometry of the targets.

3.6 Spectrometer

The spectrometer used in the E16 experiment consists of four types of detectors, with their
roles divided into two categories: momentum measurement and particle identification (electron
identification). The STS and the GEM tracker (GTR) are used for momentum measurement. These
two detectors detect the tracks of charged particles in a magnetic field and measure their momentum.
Outside of these, the Hadron Blind Detector (HBD) and Lead Glass calorimeter (LG) are used for
particle identification. A set of detectors is referred to as “one module.” This set covers +15 degrees
vertically and 30 degrees horizontally (Figure 3.8 right). In Run-1 (2025. Spring-), eight modules
in the central row are primarily used, covering +135degrees horizontally. In Run-2, additional
modules in the upper and lower rows will be installed to cover £45 degrees vertically (Figure 3.9).
The modules are named counterclockwise, as shown in Figure 3.8 left. Modules in the central
row are designated with numbers in the 100s, while those in the upper row are designated with
numbers in the 200s. The following section explains the electromagnets and detectors used in the
E16 experiment.

LG Calt{‘imeter

- 1 module

LG

GTR3 HBD

T GTRI GTR2
arget  gTS

| 1 module x

Tracking

z

D(STS) .
Csl + GEM x Py

Electron ID

Figure 3.8: J-PARC E16 spectrometer (top view).

Figure 3.9: J-PARC E16 Run-1 (left) and Run-2 (right) setups.
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Figure 3.10: J-PARC E16 spectrometer in Run-0Oe. Figure 3.11: FM magnet.

3.6.1 Magnet

For the spectrometer magnet, we use the so-called “FM magnet” used by the KEK-PS E325
experiment, which was originally the FM-Cyclotron at INS, University of Tokyo. The current
flowing through the coil during the experiment was 2450 A, and the central magnetic field was
1.77T. The yoke was 5.3 m wide, 4.9 m high, and 2.1 m deep, and the gap between the magnets was
400 mm (Fig.3.11) [35].

3.6.2 Detectors
B Tracking detectors

* Silicon Tracking System (STS)

The STS is the innermost tracking detector in the E16 experimental setup. Using the 60 mm
square sensors from the CBM STS (Fig. 2.5), they are positioned about 120 mm from the center of
the spectrometer. The STS was installed for the first time during the K16 commissioning run in
2023 (Run-0d). For more details on its installation in the E16 experiment, refer to Chapter 4.

* GEM Tracker (GTR)

The GTR is a micro-pattern gas detector that works in conjunction with the STS to detect
charged particle tracks in the E16 experiment. A GEM (Gas Electron Multiplier) is a plate-shaped
detector component with microscopic holes. It is manufactured by vapor-depositing metal onto
both sides of a thin insulator and then perforating it with microscopic holes. When a voltage is
applied between the metal layers, a high electric field is generated around the holes, as illustrated
in Figure 3.12 (left). This electric field amplifies electrons that enter the holes.

The left pannel of Figure3.13 illustrates a conceptual diagram of the GTR [36]. The GTR
features a layered structure composed of the following components, arranged from top to bottom:
Mylar, a MESH, three GEMs, a Read-Out foil, and an aluminum base frame. All components,
except for the aluminum base frame, are mounted on square frames made of glass epoxy.
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Figure 3.12: Conceptual diagram of GEM (left) and photograph (right) [37].

The chamber is filled with a mixed gas of ArCO2 (70:30). Incoming electrons and positrons
cause ionization reactions in the gas. The space between the MESH and the first GEM is called the
“drift gap”, where an electric field is applied in the direction from the GEM toward the MESH. This
field causes electrons ionized in the drift gap to drift toward the GEM, where they are amplified.
Similarly, electric fields are applied in the transfer and induction gaps shown in the diagram. These
fields allow the electrons to be repeatedly amplified as they move toward the Read Out foil. The
amplified electrons induce a negative charge on the electrodes of the foil, which is then read out as
a data signal.

Each module consists of three layers of GTR chambers with inner dimensions of 100 mm square,
200 mm square, and 300 mm square, referred to as GTR100, GTR200, and GTR300, respectively.
These layers are mounted on frames made of carbon fiber-reinforced plastic (CFRP), as shown in
Fig. 3.13 right [36].

gasin charged particle

/

ArCO, Ionized electron E

gas out

MESH

I drift gap 3 mm

t transfer gap 2.2 mm
1 transfer gap 2.2 mm

>

Read Out Foil Induction gap 2.2 mm >

Aluminum Base Plate

Figure 3.13: Conceptual diagram of GTR (left) and the CFRP frame and the provisionally mounted
GTR are shown (right). The black frame is the CFRP frame, and from left to right on the middle
tier are the GTR100, GTR200, and GTR300 [36].
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The GTR readout foil strips are composed of X-strips and Y-strips arranged orthogonally to
each other. To achieve the position resolution of 100 pm required, the X-strip pitch is designed to
be 350 pm, while the Y-strip pitch is 1400 pm. The signals from these strips are read out using the
APV25 chip'. Although not shown in Fig.3.13, the GTR300 also functions as a trigger for event
selection. A circuit designed to read the trigger signal is connected to the back of the third GEM
in the GTR300.

B Particle ID detectors (Electron ID detectors)

* Hadron Brind Detector (HBD)

The Hadron Blind Detector (HBD) is a gas Cherenkov-type electron detector proposed by Y.
Giomataris and G. Charpak [38], developed for the PHENIX experiment [39]. The HBD used in
this experiment is based on the PHENIX design and features:

e CF4 gas as both the radiator and amplification gas.
e GEMs as the amplification component.

e Csl photocathodes deposited on the GEM surface.

Unlike conventional electron detectors, which require mirrors and photomultiplier tubes, the
HBD achieves large acceptance with this design. Electrons emit Cherenkov light in CF4 gas, which
is converted to photoelectrons by Csl photocathodes and amplified by the GEMs.

Pions, with a Cherenkov threshold of 4.0 GeV /¢, emit minimal Cherenkov light in this experi-
ment. Additionally, a reverse voltage between the MESH and the first GEM suppresses signals from
pion ionization. These mechanisms enable a pion rejection rate of 98% and an electron detection
efficiency of 68%.

The HBD readout pads are positioned 1400 mm from the center. Figure,3.14 shows a conceptual
diagram (left) and two HBD modules (right).
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Figure 3.14: Conceptual diagram of HBD (left) and photo of two modules (right) [40].

The APV25 chip was developed by CMS for silicon strip detectors and has been widely used as a readout circuit
for GEM detectors under the RD51 collaboration.
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* Lead Glass Calorimeter (LG)

The Lead Glass Calorimeter (LG) is an electromagnetic calorimeter that uses lead glass as its
radiator. It identifies electrons and positrons by leveraging the difference in the amount of light
produced by electrons and pions in the lead glass. When an electron enters the lead glass, it emits
photons via bremsstrahlung. These photons then generate electron-positron pairs through pair
production. This process repeats, resulting in an electromagnetic shower and producing Cherenkov
radiation.

The cross-section of bremsstrahlung for charged particles is inversely proportional to the square
of the particle’s mass, meaning the amount of light produced by pions is significantly smaller
than that produced by electrons. Furthermore, while pions can produce Cherenkov light either
directly or through nuclear reactions such as 70 — 5 4 ~, these contributions are minimal. Thus,
by detecting the Cherenkov light with a photomultiplier tube and utilizing the difference in light
intensity, electrons can be identified.

The LG achieves an electron detection efficiency of 90% and a pion rejection rate of 92.7% [40].
Figure 3.15 shows a photograph of one LG block (left) and a schematic diagram of one LG module
(right).

Photomultiplier M 882 mm
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A
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Figure 3.15: Photograph of one LG block (left) and a schematic diagram of one LG module (right).

3.7 E16 DAQ and Trigger System

The J-PARC E16 experiment acquires data using a trigger system. The trigger signal is gen-
erated from discriminator signals of 2,620 channels, including those from the third GTR layer
(GTR300), the HBD, and the LG. Timing coincidences and position matching among these three
detectors are used to identify two electron tracks originating from the target. The trigger decision
and issuance are handled by the Belle-2 Universal Trigger Board 3 (UT3), which processes signals
from multiple detectors and generates trigger signals to the data acquisition system.
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Figure 3.16: E16 DAQ and trigger system.

The primary background events consist of electron pairs generated by reactions such as
o ™ — yeTe~
o 10 2y, v s ete”

However, electron pairs from these reactions typically have a small opening angle, allowing many
of them to be rejected by applying a restriction on the opening angle. Through this process, the
trigger rate is reduced to approximately 1kHz while limiting the loss of ¢-mesons to 26%.
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STS for the J-PARC E16 experiment

The CBM STS sensors were installed as the innermost tracking detector in the E16 experiment
for the first time at the fourth E16 commissioning run in 2023 (Run-0d). Data acquisition from the
STS using the E16 trigger was conducted for the first time at the fifth commissioning run in May
2024. This chapter explains the performance requirements for the innermost SSD of E16, the E16
STS chamber, the readout chain, and the installation status.

4.1 J-PARC E16 inneromost SSD performance requirements

The J-PARC E16 experiment aims to achieve 100 times more statistical data compared to the
previous KEK-PS E325 experiment. To reach this goal, the innermost tracking detector (SSD)
is required to have a detection efficiency of 95%. Additionally, the position resolution and time
resolution required for the SSD to achieve the mass resolution goal of approximately 5MeV/c? in
the E16 experiment are summarized in Table 4.1.

Table 4.1: Performance requirements for the innermost SSD in the J-PARC E16 experiment.

Parameter Value

Position resolution (x) | 25 pm
Time resolution 6 nsec
Detection efficiency 95%

4.1.1 Time resolution

The innermost SSD detects charged particle tracks in the E16 spectrometer with the GTR. For
track candidates identified only by the three GTR layers, a time window of approximately 300 nsec
is applied to correct the position of angled tracks using the timing of the hits (Section 6.2.2).
During this 300 ns time window, particles such as electrons and positrons produced from the decay
of ¢ mesons, as well as background particles originating from the proton beam halo, are detected
simultaneously. To make full use of the high-intensity proton beam at J-PARC, a detector with
both high rate capability and effective background suppression is essential.

In particular, since this experiment focuses on measuring lepton pairs, it is crucial to suppress
the dominant hadronic background. The SSD works in combination with the GTR to select hits
that match event timing with a high resolution of a few nanoseconds. By doing so, it becomes
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possible to reduce fake hits. Only the track candidates associated with these hits are used, which
effectively suppresses the background (Fig. 4.1).

I X

GTR 2

True hit

fake hit True hit

()

Degraded track True track

GTR 1

Figure 4.1: The true track and the track degraded by the GTR time resolution.

4.1.2 Detection efficiency

In the E16 spectrometer, each module is composed of six layers of detectors: SSD, three GTR
layers, HBD, and LG. Therefore, the detection efficiency of each detector is crucial to ensure suffi-
cient statistics. The detection efficiency of the innermost SSD alone is expected to reach 95% 1.

4.1.3 Position resolution

The mass resolution, when ignoring the background caused by fake tracks, shows little difference
between configurations with and without the innermost SSD. This is because the SSD itself has a
certain thickness, and its material budget degrades the mass resolution. Considering this material
budget, a position resolution of 25 pm is required to achieve sufficient mass resolution.

Due to these requirements, the CBM ST'S came to be used as the E16 innermost SSD. Addition-
ally until Run-Oc, SSDs using the APV25 chip for readout were employed; however, these sensors
were mounted on large-framed substrates. To facilitate the detector expansion planned for Run-2,
the system transitioned to the CBM STS [41].

IThis value applies to particles with momentum of 1GeV/c or higher.
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4.2 J-PARC E16 STS chamber

This section explains the chamber and sensor arrangement of the E16 STS.

Figure4.2 (left) shows a 3D image of the E16 STS setup at the commissioning runs (Run-0d,
Run-0e) and Run-1. Ten 62 mm square sensors (Section 2.2.1) equipped with FEB-8 (ver.2.3) are
mounted on eight ladders. Each ladder is 231 mm tall and can accommodate up to three sensors,
allowing for future upgrades. Eight sensors (101-104, 106-109) are mounted at the center positions of
the ladders. T'wo additional sensors, 206 and 207, are placed above sensors 106 and 107, respectively.
Inside the setup, a target chamber is installed, containing experimental targets at its center.

_ iy Cooling pipe

Floating bearing

Bearing support

: Bearing support

Figure 4.2: J-PARC E16 STS Chamber. Left figure shows a 3D image of the E16 STS Chamber for
Run-1 (Run-0d, Run-Oe). Right figure shows a photograph of the E16 STS chamber without the
ladders installed.

Fig. 4.2 (right) shows a photograph of the constructed structure of the J-PARC STS chamber.
Since thick materials are not permitted in the acceptance and beam-penetrating area, the J-PARC
STS chamber was designed with the top and bottom plates supported by only two pillars located
upstream in the configuration. Two copper pipes are installed inside the plates to provide water
cooling for the FEB-8s. Aluminized mylar sheets (outer: 12.5 um, inner: 25pm) and black sheets
(115g/m?) are used to cover the outer side (R = 170mm) and inner side (R = 105mm) of the
structure, preventing light intrusion and electrical noise (Figure 4.5).

All modules are designated so that the side with the ladder structure corresponds to the P-side
of the silicon sensor, while the side without the ladder structure corresponds to the N-side. Odd-
numbered modules are oriented with their P-side facing outward, while even-numbered modules are
oriented with their N-side facing outward. This alternating arrangement is designed to maximize
acceptance. Odd-numbered modules are referred to as “inner ladders” and are positioned at a
distance of 117.386 £ 0.16 mm from the center of the spectrometer. Even-numbered modules are
referred to as “outer ladders” and are positioned at a distance of 148.81 + 0.16 mm from the center
of the spectrometer (Figure 4.3).
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106/206 IN] 104

107/207 4 ‘ 103

v Outer ladder
v Inner ladder

Figure 4.3: J-PARC E16 STS chamber top view image.

Table,4.2 summarizes the specifications of the ladders to be constructed. At the time of the de-
sign decision, custom micro-cables were unavailable. Therefore, existing cables that fit the required
compact configuration were selected. Importantly, some modules use cables of the same length on
both the P- and N-sides, which differs from the design of the CBM STS.

The installation of the ladders onto the chamber was completed in May 2023 before Run-0d.
Figure 4.5 shows the STS chamber with all the ladders installed.

Table 4.2: Ladders to be constructed for Run-0d and Run-Oe. *See Appendiz A.2 for Run-1 ladders

Ladder | Sensor | Micro-cable [mm|] Radius Estimate data rate
No. No. N P +0.16 [mm)] /ASIC [Mbps]
L9 109 142 131 117.386 110
L8 108 121 121 148.81 110
L7 107 121 110 117.386 240

207 172.5 163.1 117.386 240
L6 106 121 121 148.81 320

206 207.7 207.7 148.81 320
L4 104 121 121 148.81 240
L3 103 172.5 163.1 117.386 160
L2 102 121 121 148.81 80
L1 101 142 131 117.386 80
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R ]
Copper cooling water pipe

N

Figure 4.4: J-PARC E16 STS ladders. Ladders
uninstalled from the chamber to repair: L8 and
L4. The ladder side faces the P-side.

Aluminized mylar&
Black sheets

Figure 4.5: J-PARC E16 STS chamber with
all ladders installed.

4.3 J-PARC E16 STS readout chain

This section provides an explanation of the STS readout chain used in the J-PARC E16 ex-
periment. The DAQ (Data Acquisition) system for the STS independently, separate from other
systems, as shown in Fig.3.16. The E16 STS readout chain is essentially a modified version of a
circuit originally designed for medium-scale experiments in the CBM. This section begins with an
overview of the circuit, followed by details on its development and the functionality of its individual
components.

Serialize data sent
from two FEB-8s and
send to GERI

Analog signal
-> Digital signal 10m

Aggregate
data from
GBTXEMU

FFC-Ether LVDS ;
adaptor Repeater GBTXEMU: GERI

sensor | iyiacccccctittAmtttttmmmmme- :

. . PCle x8
optical links Gen3

Signal amplification

In a magnetic field

Figure 4.6: J-PARC E16 STS readout chain.
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Figure 4.6 illustrates a schematic diagram of a single module in the STS readout chain. When a
charged particle passes through the sensor, it deposits charge on the strips, which is sent as analog
signals to the SMX on the FEB-8. The SMX processes this signal and transmits it downstream as
digital signals. The signals, transmitted downstream via an FFC (Flexible Flat Cable), is further
sent through a Cat6a cable for long-distance transmission, where it is received by the GBTxEMU.
The GBTxEMU serializes data from two FEBs and combines it into one sensor’s data. The data is
then sent further downstream, where the GERI board integrates information from all sensors (up
to seven sensors per GERI board) and transmits it to the PC.

In this readout chain, a component unique to the J-PARC E16 experiment is the LVDS repeater,
which is used for long-distance transmission. The following sections describe this component, along
with the modifications made for its implementation in J-PARC E16 experiment.

4.3.1 Development of the readout chain for the J-PARC E16 experiment

This section explains the modifications made to the readout chain for the installation of the
STS in the J-PARC E16 experiment. The modifications were mainly focused on the following three
aspects.

1. Long-distance transmission The GBTxXxEMU used for STS data serialization in the K16
experiment differs from that used in the CBM experiment, as it has lower resistance to magnetic
fields and radiation. Signals from the FEB-8 are transmitted downstream using FFC; however, FFC
are not suitable for long-distance transmission and can only cover distances of up to approximately
30cm. In the E16 experimental environment, their position is within a magnetic field region and
exposed to significant radiation. Therefore, long-distance transmission of about 10m is required.
To address this, modifications were made to enable transmission from the FEB-8 to the GBTxEMU
using 5m Cat6a cables and LVDS repeaters (signal amplifying relays) [42].

2. High hit-rate capability The expected interaction rate reaches to about 10 MHz by a fixed
target with 1 x 10'% per spill beam of 30 GeV protons. The STS, located closest to the target,
also experiences high hit rates. The highest hit rate is expected in the most forward 106 module,
reaching up to 64 Mhits/sec [42]. With such a high hit rate, the bandwidth of a standard DAQ
system is insufficient. To address this issue, the firmware was upgraded to serialize the data encoded
by the FEB-8 using a GBT-FPGA and to decode it before reaching the GERI [42].

3. Recording of E16 trigger information The E16 experiment mainly acquires data by trig-
gering (Section 3.7). Therefore, firmwares of GERI and GBTXEMU were modified to perform online
selection of hits at GERI according to the E16 trigger timing. This online selection system was
implemented in April 2024 (Section 4.4). The Run-Oe data-taking was conducted with this system.

4.3.2 Readout chain compornents

This section explains the key components of the readout chain in order, starting from the
upstream.
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FEB-8 (ver.2.3)

See Section 2.2.3. Each board reads out one side of the sensor and transmits the signal down-
stream via an FFC.

LVDS Repeater

The FEB-8 transmits signals using LVDS differential
signaling, which reduces external noise by utilizing the
voltage difference between two wires. However, signal at-
tenuation and noise become challenges in long-distance
transmission. According to [42], Cat6a cables can reli-
ably transmit signals up to 5m.

Since the distance between the FEB-8 and the GBTx- it [T
EMU exceeds 10m, two 5-m Cat6a cables (five per set) v ouT .
were connected via a repeater. This LVDS repeater board :
(Figure4.7) was developed as described in [42]. Addi-
tionally, test experiments at KEK PF-AR (Chapter 5) re-
vealed issues, leading to subsequent improvements.

GBTxEMU and FMC

The GBTxEMU (GBTx Emulator) board aggregates
the data transferred from the FEB-8s and utilizes the
GBT-FPGA for data transfer, slow control, and tim-
ing and trigger control. In the CBM experiment, the
radiation-resistant GBTX ASIC chip is used. However, Figure 4.7: LVDS Repeater.
due to export restrictions on radiation-resistant technol-
ogy, GBTX ASIC chips cannot be imported into certain
regions, including Japan. To address this limitation, the GBTxEMU board was developed. It incor-
porates the GBT-FPGA [43], which replicates the basic functions of the GBTX ASIC using COTS
(Commercial Off-The-Shelf) components, making it accessible in regions where GBTX ASIC chips
are restricted (Figure4.8 blue board).

For signal line input to the GBT, an FMC board is attached (Fig. 4.8 green board). In the CBM
experiment, the FMC board is equipped with ZIF connectors to connect FFCs. However, since E16
uses Catba cables for input, a new FMC board was developed. This FMC board can accept signals
from up to two FEB-8s.

GERI

Data from multiple GBTXxEMU boards is transmitted via optical links to a board called GERI
(GBTx Emulator Readout Interface) (Figure4.9). The data received from the GBTxEMU is pro-
cessed by GERI, which adds information such as timestamps and hit addresses, rearranges hit
data, and transfers it to a PC via DMA (Direct Memory Access). The GERI board consists of a
Trenz TEC0330, which features a PCI Express interface, and an FM-S18, which provides 8 SFP+
ports [42]. A single GERI board can connect to up to seven GBTs for data acquisition.
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Figure 4.8: GBTXxEMU and FMC board. Figure 4.9: GERI board.

4.4 Online trigger selection

During Run-0e, data acquisition using an online trigger was implemented for the first time
for the STS. This section explains the necessity of online trigger selection for the STS, the time
synchronization of readout components, and the method of online trigger selection.

4.4.1 Necessity of online trigger selection

All detectors in the E16 experiment except STS acquire data using triggers (Section 3.7). On
the other hand, the SMX ASIC, which is is the front-end circuit of the STS, operates under self-
trigger mode and sends all the hit information downstream and can be recorded. The hits that
corresponds to the E16 triggers can in principle be selected offline. However, it is impractical as the
estimated data size would reach about 300 TB/day.? Therefore, online trigger selection has been
implemented at GERI that sends only hit information that corresponds to the E16 trigger to the
PC for recording. This greatly saves the computer resources required for recording and analysis.

4.4.2 Time synchronization of readout components

To perform online trigger selection, it is first necessary to synchronize the timing among the
readout components. Generally, synchronization can be classified into the following three types:

1. Frequency Synchronization Frequency synchronization refers to the condition in which
the clock frequencies at two points match.

2. Phase Synchronization Phase synchronization builds upon frequency synchronization and
refers to the condition in which the timing of the clock edges is aligned.

3. Time Synchronization Time synchronization builds upon both frequency and phase syn-
chronization, ensuring that the timestamps are also aligned.

28-byte/hit x (1 G hit/sec (all FEB-8s) [42])x3600sec x 24 hours x (2 sec spill /5.2 sec cycle) = 300 TB. *See
Appendiz B
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Time synchronization is meaningless unless “frequency synchronization” is performed accurately
and precisely in the first place. Without it, the timing gradually drifts, much like two pendulums
with slightly different lengths.

As shown in Figure 3.16, the STS readout chain operates independently of the E16 DAQ sys-
tem. The clock master of the STS readout chain is the GERI boards, and all downstream STS
readout components operate based on this clock. Furthermore, this clock is not even “frequency
synchronized” with the E16 DAQ clock. Therefore, the arrival time of the E16 trigger at the STS
readout chain are recorded and used to determine whether hits are coincident with the trigger. This
will be explained in the next section. In Run-Oe (Run-1), we used (will use) two GERI boards to
result in two independent clocks (Figure4.11). The acquisition of trigger information and the E16
timestamp is recorded by the GBTxEMU downstream of the GERI simultaneously.

The following provides a brief explanation of the time synchronization between STS readout
components.

1. Frequency Synchronization

trigger/clock
Ao ke— 1 | | | SSD — from Belle2FTSW/UT3
GBTxEMU
B — 1 | 1| |
SSD FEBS GBTXEMU GERI
2. Phase Synchronization i ’
Ssb FEBS GBTXEMU

e

s R | 1 1 |

3. Time Synchronization
00:00:00 00:00:01
Aok T T

s e | | | |

>

<

ﬁwmﬁ)\ﬂ 00:00:01
Figure 4.10: Three types of synchroniza- Figure 4.11: E16 STS readout chain.
tion.
GERI-GERI

Frequency synchronization between GERIs is not performed. Each GERI has one GBTxEMU
to receive E16 triggers and timestamps (see the blue one in Fig.4.11). Timestamp offsets are
adjusted during offline analysis. The GERI clock runs at 40 MHz and records a 32-bit timestamp
(geriTimestamp).

GERI-GBTxEMU

Using the 40 MHz clock supplied by GERI, GBTxEMU generates a 160 MHz clock and records
a 320 MHz, 64-bit timestamp (emu_tdc). This clock is synchronized with the GERI clock.
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GBTxEMU-SMX

The SMX does not generate a clock. Instead, it utilizes the rising and falling edges of the
160 MHz clock received from the GBTxEMU, producing a 320 MHz 14-bit timestamp (smx_tdc).
4.4.3 Data selection near the trigger time

Figure 4.12 shows the clock axes for each component (SMX, GBTxEMU, GERI, UT3) and the
timings of STS hits and triggers on their respective time axes.

Other detectors
C
| UT3_timestamp
uT3 # >

T E16 clock D E
1 STS clock smx z‘dc
0
SMX | >
0 | B r—> trg_emu_tdc
A
GBTXEMU T >
F
0 | A !I
GERI | 7 ¢ 7 ¢ 3
| hit_geriTimestamp | trg_geriTimestamp | current
geriTimestamp

Figure 4.12: Tllustration of time axes and event timing in the STS readout system.

The timestamps (stars) and their differences (the dark blue arrows) in Fig. 4.12, are as follows:

% UT3_timestamp: The timestamp assigned to the trigger by UT3.
¥ trg_emu_tdc: The GBTXxEMU arrival time of the trigger data.
¥¢ trg_geriTimestamp: The GERI arrival time of the trigger data.

7¢ smx_tdc: The SMX recording time of the hit data.
¥ hit_geriTimestamp: The GERI arrival time of the hit data.

W current_geriTimestamp: The current timestamp of GERI clock.

A: The time synchronization difference (path length + processing time).
B: The time synchronization difference (path length + processing time).
C: The time difference until data from other detectors arrives at UT3.
D: UT3 processing time.

E: The time difference from when the trigger timestamp is added by UT3 to when it arrives
at GBTxEMU.
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F: The time difference from when the trigger data arrives at GBTXxEMU to when it arrives at
GERI

G: The time difference from when SMX attaches a timestamp to when it arrives at GERI.

Except for G, all other timestamp relationships have fixed latencies. Only G depends on the
hit rate due to the buffer inside the SMX, where it may take anywhere from a few psec to a few
tens of psec for data to be output from the SMX. Since the UT3_timestamp % is assigned using
the E16DAQ clock, which is not synchronized with the STS clock, it cannot be used for online
trigger selection. Additionally, although not shown in this figure, the arrival time of hit data at the
GBTxEMU cannot be recorded due to limitations in data bandwidth between the GBTxEMU to
the GERI.

For these reasons, online trigger selection is performed in two steps: a “coarse selection” using
trg_geriTimestamp ¥¥ and hit_geriTimestamp ¥, and a “fine selection” using trg_geriTimestamp ¥¢
and smx_tdc 7r. Coarse selection is performed with a window width of a few psec to several tens of
sec, while fine selection is performed within a window width of 100 nsec to a few nsec. For details,
see Appendix D.

This selection allows the acquisition of hit data near the trigger. Chapter 6 reports on the
selection results from Run-Oe data.

4.5 Installation in the experimental area

The STS chambers were installed in the E16 experiment for the first time during the commission-
ing run (Run-0d) conducted in June 2023. Figure 4.13 shows the installation of the chambers during
Run-0e. To avoid interference with the beam pipe, which has a diameter of 300 mm, FFC-Ether
adapters are supported by aluminum frame pillars.

Cat 6A

Figure 4.13: J-PARC E16 STS install at Run-0Oe.

The LVDS repeaters are installed under the stage in front of the FM magnet, where they amplify
signals sent through 5-m Cat6a cables from the FFC-Ether adapters. Ferrite cores are attached to
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the cables just before the input to suppress noise. The GBTxEMUs are positioned away from the
FM magnet and the beam pipe.

4.6 Implementation of the power operation and monitoring system

The FEB-8 operates on two channels of low voltage (LV) at approximately 3V, while the sensor
itself requires a symmetric reverse bias voltage (HV) applied to both sides. Thus, operating a single
sensor requires LV: 2 x 2 (for both sides) ch + HV: 2ch = 6 channels. Additionally, power supplies
are required for the GBT and repeater. Managing power for 10 sensors involves nearly 70 channels.

To operate these systems, it is necessary to link channel numbers with sensor names and device
names. However, expecting shifters to memorize and manually operate these channel numbers
is both challenging and risky. To address this, I developed a GUI from scratch using Python’s
“Tkinter” library, enabling operations via SNMP?3 communication commands. Figure4.14 shows
the block representing a sensor in this GUI. This GUI is an improved version, refined after the test
experiments at the KEK PF-AR. During Run-0e, this GUI was used for power operations.

For monitoring and logging, “Prometheus” and “Grafana”, which are also used by other E16
detectors, was utilized during Run-Oe. However, alert settings were not implemented, making it one
of the tasks planned for implementation before Run-1.

Terminal output Measured
voltage limit voltage value - p1easured
Power on/off . Terminal
Set applied current value
button output voltage
| | voltage i 1
Sensor Name T Power T MaxTV [V] |SW mode|TVmeas [V]|Vmeas [V]| Imeas [A]
P 1.8V - 2.47 Fix 4.50 - 3.74 2.47 2.82
2 FEB-8s
power supply _| P12V - 232 Fix 4.50 - 4.2 2.19 2.65
(V) 1
N 1.8V - 2.35  Fix 4.50 - e | 235 |
sensor _ | 101 —
name N1V - 2.1 Fix 4.50 - .30 | 2.0 | 1.60
I HY [V] Ramp RampStop I mon N/P  |TVmeas [V]|Vmeas [V]|Imeas [uA]
Bias voltage J
(HV) 75.00 Fix Up Stop Current N(+) 75.00 9.00
= Doan (Interruption) | Detail P(-) -75.00 -8.09
— t A 4 A i i
’ | output voltage
Set applied sensor ~ Ramp up/down Detailed current Measured
bias voltage (+/-) button Ramp up/down display button current value
stop button (leak current)

Figure 4.14: Created power operation GUI (block for one sensor). In the actual experiment, this
block is replicated 10 times, with additional blocks for the GBT and repeater included on the same
screen for centralized management. These displays are updated in real time every second.

3SNMP (Simple Network Management Protocol) is a communication protocol used to monitor and manage devices
on a network, such as routers, switches, and servers. It allows for retrieving status information from devices and
modifying their settings.
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Test at the KEK PF-AR test beamline

We conducted test experiments using an electron beam at the KEK PF-AR detector test beam-
line from November 17 to 21, 2023, to evaluate the performance of the sensor and E16 STS DAQ

system.

5.1 Purpose

The purposes of this test experiment are as follows:

1. Performance evaluation of the sensor.

2. Performance evaluation of the E16 STS streaming DAQ system using an electron beam.

5.2 KEK PF-AR and detector test beamline

The PF-AR (Photon Factory Advanced Ring) is an electron storage ring located on the Tsukuba
campus of KEK. It is part of the synchrotron radiation experimental facility known as the Pho-
ton Factory (PF). This high-energy accelerator primarily generates synchrotron radiation in the
hard X-ray region, supporting a wide range of research fields, including materials science and life
sciences [44].

AR-NW10A High-energy XAFS {AR-NW2A: Time-resolved XAFS, X-ray microscopy
{AR-NW12A} Macromolecular Crystallography __[AR-NE1A|X-ray Diffraction and
"""""" g Mossbauer Spectroscopy at High Pressure

T®AR-NE5C High-pressure and High-temperature
X-ray Diffraction (MAX-80)

AR-NE7A X-ray Imaging and X-ray Diffraction

; Undulator
""" Experiments at High Pressure
l:l Multipole Wiggler PF—AR
l:l Vertical Wiggler Photon Factory Advanced Ring

M BLs for VUV and Soft X-ray Spectroscopy
M BLs for X-ray Diffraction
BLs for X-ray Spectroscopy
BLs for Macromolecular Crystallography
M BLs for Small Angle X-ray Scattering
M BLs for Imaging, High Pressure, Time-Resolved Experiment etc.

l AR-SE2A

Detector Test Beamline [IPNS, KEK]

Figure 5.1: The top view of the PF-AR and its beamlines. The test beamline for detector test is
shown at the bottom of the diagram, labeled as ” AR-SE2A” [44].
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The PF-AR was constructed by modifying the injector accelerator of “TRISTAN”, which was
used for top quark searches, and repurposed as a dedicated synchrotron light source. Table 5.1
summarizes the various parameters of the PF-AR. The PF-AR has a circumference of 377 m and
operates as a single-bunch electron storage ring with an electron beam energy of 6.5 GeV (or 5.0 GeV)
and a revolution period of 1.257 pusec. This enables the generation of high-intensity, high-energy
synchrotron radiation, contributing to advanced research such as material microstructure analysis
and the observation of fast phenomena [45].

Table 5.1: Basic specifications of PF-AR [45].

Parameter Value
Beam energy 6.5GeV / 5.0 GeV
Circumference 377Tm
Initial current 60 mA
Emittance 293 nm rad
Number of bunches 1

As shown in Figure5.1 the PF-AR is equipped with a total of eight synchrotron radiation
beamlines, located on the northeastern and northwestern synchrotron radiation experimental floors
and in the North Experimental Hall. In contrast, no synchrotron radiation beamlines are installed
on the southern half of the accelerator. The PF-AR detector test beamline was constructed by
effectively utilizing the unused space in the AR South Experimental Hall.

Figure 5.2 shows the vicinity of the test beam source within the storage ring in the accelerator
tunnel and the arrangement of magnets along the test beamline, which extends through the concrete
shielding into the AR South Experimental Hall.

South Experimental Hall
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Figure 5.2: Overall layout of the PF-AR detector test beamline and perspective views of the wire
target and the copper converter [46].
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In this beamline, a wire target is installed in the storage ring to scrape the beam halo and
generate photons. These photons are directed onto a copper converter, where electron-positron
pairs are produced. The electron beam is then guided to the detector test area using an array of
extraction magnets consisting of dipole and quadrupole magnets [46].

A beam with a maximum momentum of 5 GeV /¢ can be extracted, and the beam size at 1 m from
the extraction point is o = 8 mm (x- and y-axes). Figure 5.3 shows a plot of the z-dependence of the
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beam profile derived from measurements of a 3.0 GeV/c momentum beam [47]. In the experimental
setup, QSF=16.19 A was used.

B 80: —— QSF=26.0A
E o —— QSF=240A
o 70— —— QSF=235A
C —— QSF=23.0A
60— — QSF=225A
C QSF=220A
50— —— QSF=21.0A
C —— QSF=200A
- —— QSF=19.0A
40— N "
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10—
ok I R 1
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Figure 5.3: The z-dependence of the beam profile. Using a magnet setting of AR = 5.0 GeV and p
= 3.0GeV, the current of the QSF magnet was varied while tracking hit information from two jet
chambers. The hit map was projected onto the x-axes, and the resulting o values were obtained by
fitting the distributions with a Gaussian function. z=0 is the extraction point [47].

5.3 Setup

In this test experiment, we used the actual E16 STS chamber. The readout chain was also
nearly the final setup. The following sections provide detailed descriptions of the geometrical setup
and the DAQ configuration.

5.3.1 Geometrical setup

Four scintillators, each with a size of 10 x 10 mm?, were arranged to sandwich the STS chamber.
Two scintillators were positioned crosswise in front of the chamber, while the other two were placed
at the back. The setup was designed to evaluate a small spot on the sensor. The sensors were
positioned approximately 3m from the beam extraction point, with a distance of 1.5m between
the two sets of scintillators (S1 and S2) (Figure5.4). The scintillator irradiation position and the
central position of the beam were nearly aligned with the center of the sensor.

Specifically, the test was conducted using a single sensor (108) and a setup with three sensors.
Figure 5.5 shows the top view of each setup.

e Setup A: Configuration where the beam is incident at 0 degrees to module 108.

e Setup B: Configuration where the beam is incident at 16 degrees to module 108.

54



Chapter 5 Test at the KEK PF-AR test beamline

e Setup C: Configuration using three sensors (modules 104, 107, and 108), where the beam is
incident at 39 degrees to module 108.

The beam momentum was 3.0 GeV/c for all setups.

STS Chamber

_
1
Sensor

Figure 5.4: Setup of STS chameber and scintillators.

Plastic scintillators

Plastic scintillators 1em

Beam

- A o - 104 mod.
7\107 mod. £ 20,1 deg.

- 62.5 deg

Figure 5.5: Top view of each setup.

5.3.2 Readout chain

The readout chain was tested in a configuration that closely resembled the final setup. However,
at this stage, the development of the E16 trigger acquisition system was not yet complete, and
therefore, data acquisition using the trigger was not conducted. Instead, a standalone FEB-8, not
connected to the sensor, was prepared, and coincidence signals from the scintillators were input into
this FEB to record the signals (Figure 5.6).

Additionally, two types of timestamps were used in the following analysis: the SMX-recorded
timestamp (smx_tdc), and the GERI-recorded timestamp (geriTimestamp).
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coincidence » geriTimestamp : 40 MHz, 32 bit
signals of the The timing when GERI received the data.
4 scintillators _’I == H CET

~
GERI
FEB(N)
PC
FEB(P)
N T > smx_tdc: 320 MHz. 14 bit
Sensor

The tdc in each FEB records the timing when an analog

signal arrives from the sensor. The timing of all FEBs is
synchronized.

Figure 5.6: Readout chain of the test experiment.

5.4 Analysis and results

Setup C was designed to allow electrons to pass through three sensors for position resolution
measurements. However, due to the steep incident angle and threshold effects (Section 5.5.2), the

detection efficiency was low. Consequently, there was insufficient data for a detailed analysis. This
report focuses on the results from the 108 N-side.

5.4.1 Threshold

During the test experiment, the TDC threshold settings were higher than the lowest ADC
threshold, while the former should be set sufficiently lower than the latter not to loose efficiency
(Section 2.2.3). Figure5.7 shows the lowest ADC thresholds (hit thresholds) and TDC thresholds

for the 108 N-side in each setup. These thresholds were calculated after the experiment using the
calibration scan results (Appendix C.1).

= 100 = 100 = 100 ;
2 90 * lowest ADC thr. Z 905_ «  lowest ADC thr. 2 905_ ; « lowest ADC thr.
% g 80 TDCEthr. g 80;— s . TDCth.r.
b ot E [
'

350 400 450 500 550 600 650 700 0300 350 400 450 500 550 600 650 0
Strip# [ch]

Strip# [ch]
(a) Setup A: 0 deg. (b) Setup B: 16 deg.

200 250 300 350 400 450 500 550
Strip# [ch]

(c) Setup C: 39 deg.

Figure 5.7: The lowest ADC thresholds (red) and TDC thresholds (blue) at the scintillator-
constrained positions (yellow areas) on the 108 N-side. It can be observed that the TDC thresh-
olds exhibit significant channel dependence. For reference, 1 amp_cal = 0.056 fC. The lowest ADC

thresholds are approximately 1.4fC across all setups. The average TDC thresholds are approxi-
mately 2.4 fC in setups A and C, and 3.0 fC in setup B.
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The light yellow areas represent regions constrained by the scintillators. The lowest ADC thresh-
olds were relatively uniform with minimal channel dependence, while the TDC thresholds exhibited
significant channel dependence and were not set lower than the lowest ADC thresholds. Ideally,
the TDC thresholds should be set sufficiently lower than the lowest ADC thresholds (Section 2.2.3).
Additionally, in Setup B, which had a 16 degree incident angle, the TDC thresholds were set even
higher. Considering these factors, the following results are presented.

5.4.2 Event selection

Figure 5.8 shows a histogram of the beam rate time structure reconstructed from the geriTimestamp
of the scintillator coincidence signals. The histogram, with a bin width of one second, visualizes
the beam rate characteristics. The beam rate remained stable at approximately 30 Hz for about
30 to 50 seconds, followed by a transient spike to around 200kHz for 10 seconds, exhibiting an
unusual pattern. This phenomenon is believed to result from beam injections occurring at intervals
of roughly 30 seconds, although not perfectly periodic.

To ensure the accuracy of the analysis, data from the unstable beam rate region were excluded,
and only the stable 30 Hz beam rate period was used

3
10 — Entire period
— Low rate period

Entries

10°

L I I Y I 11 . . I A il ) R,
500 600 700 800 900 1000 1100 1200
Sensor_geriTS2 - Scinti.coin._geriTS2 [tick = 25 nsec]

o P T O A T AL
10500 300 200

Figure 5.8: The time distribution (geriTimestamp2: 40 MHz, 64-bit) of the scintillator coincidence
signals, reconstructed using geriTimestamp. Blue represents the entire period, while green repre-
sents the selected period.

Figure 5.9 shows the distribution of the difference between the scintillator coincidence signal and
the geriTimestamp2 (40 MHz, 64-bit, reconstructed from geriTimestamp) hits on the 108 N-side.
A prominent peak is observed near 0, along with smaller peaks occurring every 50 ticks ~ 1.25 psec.
The peak near 0 is considered to represent the hits from the actual events of interest. TThe
smaller peaks are likely hits that accidentally coincide with the scintillator signals from different
beam cycle of PF-AR ring, considering that the PF-AR operates in a single-bunch mode with a
revolution period of 1.257 psec. To extract the peak near 0, the interval from -20 ticks to +40 ticks
(1.5 psec) was selected (The red-shaded area in Fig 5.9. Hereafter referred to as “geriTimestamp
cut”).
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Figure 5.9: The geriTimestamp2 difference between sensor hits and the scintillator coincidence
signals in each setup. The red-shaded area is selected range, “geriTimestamp cut”.

5.4.3 Hit profile

Entries

Normalize entries

Based on the selected range in Fig. 5.8 and 5.9 from the previous section, the hit profile of sensor
hits on the 108 N-side is shown in the upper panel of Figure 5.10. The green corresponds to the
green selection range in Fig. 5.8 and 5.9 , while the red corresponds to the “geriTimestamp cut”.
This profile shows that the hit distribution aligns with the positions constrained by the scintillators,
demonstrating that event selection based on the time structure is possible. Therefore, it can be
concluded that our DAQ system is functioning successfully.

low rate selection

geriTimestamp cut

1
200

800 1000
Strip# [ch]

—— low rate selection

= geriTimestamp cut

20 25

30
ADC [ch]

(a) Setup A: 0 deg.

Entries

Normalize entries

— low rate selection

— geriTimestamp cut

AN

400 600

1 L
800 1000
Strip# [ch] |

1
0 200

0.18f
0.165—
0.145‘
0.125—

0.15—
0.085‘
0.065'
0.045‘
0.025'

—— low rate selection

= geriTimestamp cut

- .
30 |
ADC [ch] |

(b) Setup B: 16 deg.

Entries

— low rate selection
— geriTimestamp cut

- 1
800 1000
Strip# [ch]

1 1 1
200 400 600

—— low rate selection

= geriTimestamp cut

Normalize entries

=

20 25

\
30
ADC [ch]

(c) Setup C: 39 deg.

15

Figure 5.10: Hit profiles (upper) and normalized adc distributions (lower) of the 108 N-side in each
setup. Note: 1strip=58 pm, 1024 strip_ch = 60 mm.

Furthermore, the green plot, which does not apply the scintillator coincidence signal, represents
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the beam profile. Considering Fig. 5.3 and the fact that the sensor is located approximately three
meters from the beam extraction point, this profile appears reasonable.

The lower panel of Fig.5.10 shows the normalized ADC distributions for the green and red
regions overlaid. This indicates that the shape of the distribution remains unchanged regardless of
whether the scintillator coincidence signal is applied, suggesting that noise components are minimal.

5.4.4 Time resolution

The time resolution of the sensor, ogensor, can be expressed using the time resolution of the
scintillator, ogcint., and the time difference between the scintillator coincidence signal and the sensor
hit, oq4if., as shown in the following equation:

e — 2 2
Odiff. = \/ Ocinti. + Ofensors
. _ 2 2
. Osensor = \/ OGiff. — Oacinti.- (5.1)

Since one tick of the smx_tdc corresponds to 1/320 MHz = 3.125 nsec, and the time resolution of
the scintillator is in the picosecond order, which is significantly smaller in comparison, the following
approximation can be made:

Osensor -2 Oscinti.
.". Osensor = Odiff. (52)

Therefore, the time resolution was evaluated by analyzing the difference between the smx_tdc
of the scintillator coincidence signal and the hits.

Figure,5.11 shows a histogram of the differences in smx_tdc values between the scintillator
coincidence signal and the hits. In this analysis, the lower 10-bit of smx_tdc are used for the
calculation. The hits used for this analysis are those after applying the “geriTimestamp cut”.
Sharp peaks are observed near 0 and around 1000. These peaks represent coincidence hits with the
scintillator. The appearance of two peaks is explained by the fact that using smx_tdc is 10-bit,
causing a wraparound every 3.125nsec x 2!9 = 3.2 usec. Hereafter, these peaks will be referred to
as peak(D) and peak(2), respectively.

g 8
£ £ g
"o @ ‘o O© @ ° @
102 107
10 10
1 1
10! 10! L . . 107!
-1000 -500 0 500 1000 -1000 -500 0 500 1000 -1000 -500 0 500 1000
smx_tdc [tick = 3.125 nsec] smx_tdc [tick = 3.125 nsec] smx_tdc [tick = 3.125 nsec]
(a) Setup A: 0 deg. (b) Setup B: 16 deg. (c) Setup C: 39 deg.

Figure 5.11: The lower 10-bit of smx_tdc difference between sensor hits and the scintillator coinci-
dence signals in each setup. The peak positions are considered to represent coincidence hits. Due
to the wraparound at 3.2 s, two peaks (peak(l) and (2)) are observed.
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In Setup B, the TDC threshold was set significantly higher than the lowest ADC threshold
(Fig.5.7,(b)), resulting in many hits without accurate TDC recordings being distributed outside
the peak positions.
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Figure 5.12: The ADC distribution and smx_tdc difference 2D histograms (upper) and the Gaussian
fit of the smx_tdc difference (lower) in each setup near the two peaks.

Figure 5.12 shows 2D histograms of ADC values on the vertical axis and smx_tdc differences
on the horizontal axis for peak(l) and peak(2). The projections onto the time-axis (X-axis) are
fitted with Gaussian functions for each peak. From the results of the Gaussian fits, oqif. ™~ Osensor
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was found to be approximately 4.8 nsec for Setup A (0 degrees), 6.8 nsec for Setup B (16 degrees),
and 7.7 nsec for Setup C (39 degrees). However, examining the 2D histogram, including the ADC
distribution, clearly shows that the fit does not adequately cover the regions with small ADC values.
Therefore, time walk corrections were applied to further evaluate the time resolution.

Time walk corrections

Time walk refers to a phenomenon where variations in signal amplitude cause deviations in
timing measurements. As shown in Figure5.13, signals with smaller amplitudes take longer to
reach the threshold, resulting in delayed timing. Conversely, signals with larger amplitudes reach
the threshold more quickly, leading to earlier timing. Additionally, the time resolution is affected
by the rise time of the signal. This phenomenon is clearly visible in the 2D histogram in Fig. 5.12.

Large signal

Time walk

Threshold -----Fy~---><-=-=-=---=----
Small signal

Figure 5.13: Time walk.

Figure 5.14 shows the ADC dependence of the mean (upper) and sigma (lower) values obtained
by slicing the 2D histograms of peak(l) in Fig. 5.12 for each ADC value and fitting each slice with a
Gaussian function. From this, it can be observed that both the mean and sigma tend to increase in
regions with low ADC values. The red line represents a smooth fit applied to the mean plot using
an appropriate fitting function: an exponential function for ADC < 10ch and a composite function
of exponential + linear for ADC > 10ch. This red line was used as the basis for the time walk
corrections.

Figure 5.15 shows the results for peak(l) after the time walk correction. The upper part of
Fig.5.15 displays the 2D plot of the ADC and TDC distribution, while the lower part shows the
TDC distribution along with its Gaussian fit. From the upper plot in Fig. 5.15, it can be seen that
the ADC-dependent mean shifts observed in Fig. 5.12 have been corrected. Based on the Gaussian
fit results, oqif. ™~ OTsensor Was determined to be approximately 4.3 nsec for Setup A (0 degrees),
5.4 nsec for Setup B (16 degrees), and 7.6 nsec for Setup C (39 degrees).
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Figure 5.14: The ADC dependence of the mean (upper) and sigma (lower) values for the smx_tdc
difference (peak(1)). The red line in the mean plot represents an appropriate fitting function: an
exponential function for ADC < 10ch and a composite function of exponential 4 linear for ADC

> 10ch.
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Figure 5.15: The 2D histogram of ADC distribution and the smx_tdc difference (upper), and the
Gaussian fit of the smx_tdc difference (lower), for each setup after time walk corrections (peak(D).
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5.4.5 Detection efficiency

The detection efficiency was calculated as follows:

The number of sensor response events corresponding to

the scintillator coincidence signals (5.3)

Efficiency = The number of scintillator coincidence signals
Sensor response events, in other words, refer to cases where a given scintillator coincidence signal
resulted in the sensor recording at least one hit. The detection efficiency was then calculated based
on this criterion.

Coincidence hits were selected using “geriTimestamp cut” as shown in Fig.5.9. However,
as discussed in the previous section, the selection should ideally be performed using smx_tdc.
Figure 5.16 shows the two peaks from Figure 5.11 plotted on a log scale for the vertical axis. The blue
shaded regions in Figure 5.16 were defined as the coincidence hits, and the selection was performed
accordingly. Hereafter, this cut will be referred to as “smxtdc cut”(Note that this cut includes the
“geriTimestamp cut”).
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Figure 5.16: Timing distribution and smxtdc cut range (blue shaded area).

The upper panel of Figure 5.17 overlays the hit profiles after the geriTimestamp cut and smxtdc
cut. The dashed line represents the geometrical acceptance. The lower panel of Fig.5.17 shows
the ADC distributions for each cut. From this, it can be observed that, in all setups, the smxtdc
cut excludes hits with low ADC values. As discussed in Section 5.4.1, this is because the TDC
threshold was set higher than the ADC threshold. In particular, for Setup B, the large difference
between these thresholds results in hits being missed down to around ADC = 7ch. Examining the
hit profiles confirms that the smxtdc_cut does not merely remove backgrounds but also excludes
genuine hits.
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The calculated detection efficiencies are shown in Table 5.2. The geometrical acceptance was
determined using the dashed lines in the hit profiles shown in Fig. 5.17. The background in the third
and fourth rows represents the estimated background events within the geometrical acceptance. This
estimation is based on the number of events outside the geometrical acceptance and the beam profile
(green) shown in Fig.5.10 (Figure5.18). The errors were calculated using the Clopper-Pearson
interval [48].

As aresult, when considering the backgrounds, the detection efficiencies with the geriTimestamp
cut were 98.6% for Setup A, 98.5% for Setup B, and 57.6% for Setup C. The reduced detection
efficiency across all setups when using the smxtdc cut is likely due to the impact of the higher
threshold settings.
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Figure 5.17: The hit profiles (upper) and ADC distributions (lower) for the geriTimestamp cut

(red) and smxtdc cut (blue) in each setup.

Table 5.2: Detection efficiency in each setup. (“GC”= geometrical cut, “BG”= background)

Types of cuts

Setup A (0°)

Setup B (16°)

Setup C (39°)

geriTimestamp cut + GC

smxtdc cut + GC

0.03
99.851 002 %
96.1701%

0.03
99.781 003 %
60.070:3%

59.9702%
37.2702%

BG (geriTimestamp cut + GC)

BG (smxtdc cut + GC)

+0.08

+0.08
1.1275:98%

+0.07

0.04
0.541 503 %

0.2
2.3705%
0.10
0.670 00 %
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Figure 5.18: The hit distribution after the geriTimestamp cut (red), the beam profile (Fig.5.10,
green), and the estimated background (BG) from the number of events outside the geometrical
acceptance (blue dashed line). *Note: There is not necessarily one hit per event.

5.4.6 Cluster size and charge

When the incident angle increases, charge sharing between strips becomes more significant.
A cluster is a group of adjacent hits combined together. In cases where charge sharing occurs
between strips, this clustering allows for a more accurate representation of the signal along a charged
particle’s tracks. In general, the size of a cluster is represented by the number of strips that registered
hits, referred to as the “cluster size” (Figure 5.19).

Charged particle Charged particle

/
Sensor /
Threshold / -]v/ -\V/ L%
(the lowest ADC threshold) / hit ! hit ! hit !
@ Q

Cluster size 1 Cluster size 2

Figure 5.19: cluster

Figure 5.20 shows the cluster size distributions for each setup. The upper panels (red hist) of
Fig.5.20 use hits selected with the geriTimestamp cut + geometrical cut, while the lower panels
(blue hist) use hits selected with the smxtdc cut + geometrical cut to form the clusters. The
distributions for Setups A and C show little difference between clusters formed using hits selected
with the geriTimestamp cut and those selected with the smxtdc cut. However, in Setup B, there
are more clusters with a size of 2 when using hits selected with the geriTimestamp cut only.

Figure 5.21 shows the distribution of cluster charges, which is the sum of the charges of all hits
within a cluster. The upper panels of Figure 5.21 show the ADC distributions, while the lower panels
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show the distributions converted into the actual charges deposited on the strips. This conversion
was performed based on the results of the threshold scan (Appendix C.1). In Setup A, there is little
difference in both the ADC distribution and the charge distribution. In Setup C, low values in both
the ADC and charge distributions are significantly reduced by the “smxtdc cut”. Furthermore, in
Setup B, the entire peak of the ADC distribution is substantially reduced by the “smxtdc cut”.
Additionally, in the charge distribution, two peaks are observed in the clusters formed using only
the “geriTimestamp cut”.
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Figure 5.20: Cluster size distributions in each setup.

Figure 5.22 shows the cluster charge distributions (from the lower panel of Fig. 5.21) plotted for
each cluster size. The upper panels show clusters selected with the “geriTimestamp_cut” only,
while the lower panels show clusters selected with the “smxtdc_cut”. The orange indicates cluster
charges for clusters of size one, and the green indicates cluster charges for clusters of size two or
larger. From this, it can be concluded that the two peaks in the red curve in the middle-lower panel
of Fig.,5.21 are due to differences in cluster size. Comparing the upper and lower distributions for
Setup B in Fig. 5.22, it is clear that the peak corresponding to cluster sizes of two or larger disappears
after the smxtdc_cut. This indicates that charge shared between strips is either misidentified as
cluster size one or not detected at all due to the high threshold.
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Figure 5.22: Cluster charge distributions for each setup
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5.5 Discussions

5.5.1 Time resolution

In the analysis of time resolution, applying time walk corrections resulted in a time resolution of
4.3 nsec at an incident angle of 0 degrees and 5.4 nsec at 16 degrees, fully meeting the performance
requirements of CBM and E16 experiments. At a larger incident angle of 39 degrees, the time
resolution increased to 7.6nsec. However, it is expected that this resolution can be improved by
determining the timing using the cluster centroid calculation, as explained in Section 6.2.1. In this
analysis, due to threshold settings, accurate smx_tdc values could not be recorded for some hits,
and therefore, the evaluation using cluster centroid calculations was not performed.

5.5.2 Detection efficiency

To understand of detection efficiency, a simple simulation was performed using Garfield++ as
follows. A silicon sensor with the same geometry as the actual sensor (strip pitch: 58 pm, thickness:
320 pm) was modeled, and electrons with a momentum of 3.0 GeV /¢ were injected at varying incident
angles. The electric field was set to a linear field of 150V /320 pm, similar to the actual detector.
Detector noise and diffusion effects were neglected. A total of 20 strips were simulated, and the
hit threshold (referred to here as the lowest ADC threshold) was varied to calculate the detection
efficiency using the same method as in Equation (5.3).

Figure 5.23 shows the simulation results. The plots include the three incident angles used in the
experiment and the maximum incident angle of 30 degrees under the E16 experimental conditions.
The lowest ADC threshold and the TDC threshold used in the test experiment are annotated on the
plot. Note that the TDC threshold is plotted as a range due to its significant channel dependence.

As the electron’s incident angle increases, the curve in the plot shifts to the left. This is because
a larger incident angle causes more charge sharing between strips, distributing the charge across
multiple strips rather than concentrating it on a single strip

In comparison with the actual data, the detection efficiency with the “geriTimestamp cut”
corresponds to the efficiency at the lowest ADC threshold, while the “smxtdc cut” corresponds
to the efficiency at the TDC threshold. For an incident angle of 16 degrees, the range of TDC
thresholds indicates a detection efficiency of between 70% and 20%. The actual data show that
the detection efficiency drops to 60% with the “smxtdc cut”, which is reasonably consistent with
the simulation results. For an incident angle of 39 degrees, the lowest ADC threshold corresponds
to an efficiency of approximately 80%. In comparison, the actual data show a detection efficiency
of 60% with the “geriTimestamp cut”. Given that the detection efficiency decreases sharply near
this threshold, the results are considered reasonable.

The green plot in the figure corresponds to the maximum incident angle of 30 degrees, as expected
for the E16 experiment. The detection efficiency drops sharply around 1.4 fC to 1.6 fC, suggesting
that the ideal threshold is approximately 1.2fC. The detector noise is about 1000 electrons (=
0.16 fC), indicating that such a threshold setting is feasible. However, it is important to note that
the TDC threshold must also be set below this level.
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Figure 5.23: Threshold dependence of detection efficiency at each incident angle (simulation with
Garfield++).

5.5.3 Cluster size and charge

Using the same simulation as in the previous section, the cluster size and cluster charge were
evaluated to determine whether they are qualitatively reasonable. Since the actual experimental
TDC thresholds vary significantly, the evaluation was conducted using only the ADC threshold,
which exhibits less channel dependence.

Figure 5.24 shows the distributions of cluster size and cluster charge when clusters are formed
using only hits exceeding the setup’s lowest ADC threshold of 1.4fC. These correspond to the
cluster size distributions with the “geriTimestamp cut” in Fig.5.20 (upper panels) and the cluster
charge distributions with the “geriTimestamp cut” in Fig.5.22 (upper panels). Additionally, the
distributions correspond to Setup A, B, and C from left to right.

From this, it can be seen that both the cluster size distributions and the cluster charge dis-
tributions qualitatively agree well with the experimental data. In this simulation, diffusion effects
were not included, which likely results in slightly smaller cluster sizes compared to the experimental
values. Additionally, the characteristic two peaks observed in the cluster charge at an incident angle
of 16 degrees were also reproduced in the simulation. This is attributed to the threshold level; many
strips barely fail to exceed the threshold, causing instances where regions expected to appear as
cluster size two are instead detected as cluster size one. While this has little impact on detection
efficiency or trajectory detection, it is a factor that must be carefully considered when using the
data for particle identification involving charge loss.
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Figure 5.24: Cluster size and charge distributions for each sensor incident angle (simulation with
Garfield++). Clusters were formed using only hits exceeding the threshold of 1.4 fC.

5.6 Issues and improvements

Through this experiment, three key issues were identified and addressed. The first is the thresh-
old adjustment, which has been frequently discussed. The second is power operation, and the third
is the repeater, a circuit component specific to the E16 experiment. The details are described below.

5.6.1 Threshold adjustment

As described in Section 2.2.3, the TDC threshold must be set sufficiently lower than the lowest
ADC threshold. Additionally, each channel is equipped with a trimming DAC, allowing for individ-
ual threshold adjustments, which can minimize channel dependence of the thresholds. However, as
discussed previously, this test experiment did not have these adjustments implemented, resulting in
the inability to obtain correct TDC values.

Learning from this, a threshold adjustment algorithm was implemented. This algorithm is based
on the one used in CBM but has been improved and implemented for our experiment. Additionally,
a method for verifying the appropriate position of the TDC threshold was devised and established
(Appendix C.2).

Figure 5.25 shows the results of the threshold adjustment. The left panel displays the threshold
distribution before adjustment, while the right panel shows the distribution after adjustment. From
this, it is evident that channel dependence of the thresholds was almost eliminated after adjustment.
In the adjusted distribution, the TDC threshold is still higher than the lowest ADC threshold. This
is because, due to higher noise in the TDC input compared to the lowest ADC input, all thresholds
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were initially raised and aligned. Following this, all TDC thresholds will be lowered to the level of
the lowest ADC thresholds.

This implementation was not ready in time for Run-Oe, during which thresholds were manually
adjusted for each channel to align as closely as possible and set carefully below the ADC threshold.
For Run-1, the implemented algorithm will be used to acquire data.
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Figure 5.25: The distributions of the lowest ADC threshold (red) and TDC threshold (blue) before
(left) and after (right) threshold adjustment. The left shows the state without any corrections
applied using the timing DAC. See Appendix C.2 for details.

5.6.2 Power operation error

The original plan was to collect data from the 106 sensor under setups with 0 degrees, 15 degrees,
and 30 degrees incident angles. However, during the setup process, I accidentally applied a high
voltage of 10V to the FEB-8, which serves as the readout circuit. Although FEB-8 is designed to
prevent subsequent circuits from being damaged by high voltage, it was ultimately damaged, and
correct data could no longer be read.

In this test experiment, no safety mechanism was implemented to limit the output terminal
voltage for FEB-8’s LV channels, leaving it vulnerable to human error. As a result, the high voltage
was applied. Learning from this mistake, I modified the system to allow the output terminal voltage
limit to be visible in the GUI and ensured careful attention when setting up new channels (Fig. 4.14).

5.6.3 Communication with LVDS repeater

As shown in Section 4.3, the E16 experiment uses LVDS repeaters to amplify signals for long-
distance transmission to address magnetic field and radiation concerns. However, during this test
experiment, applying bias voltage to the sensors often caused ACK! (Acknowledgment) response
failures. Therefore, all data used for analysis were collected without using the LVDS repeaters.

Signals from the FEB-8 are transmitted as LVDS differential signals. It was hypothesized that
the instability in the potential of these differential signals caused communication issues when bias
voltage was applied to the sensors. To address this, one side of the differential signal line was
connected to a large GND through a 10kS2 resistor (Figure 5.26). This improvement significantly

'ACK: An ACK response is a message sent in data communication to confirm that data has been successfully
received. For example, in TCP communication, the sender transmits data, and the receiver sends an ACK to confirm
receipt. If no ACK is received, the sender retransmits the data to ensure reliable communication.
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reduced the communication failure probability due to ACK response errors during slow control to
approximately 30-40%. This modification was implemented during the Run-Oe installation.
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Figure 5.26: LVDS repeater improvement.

However, it is difficult to conclude that this is the only cause, as ACK response errors frequently
occur with the FEB-8 of specific modules. This remains an unresolved issue.

5.7 Summary

A test experiment using an electron beam was conducted at the KEK PF-AR detector test
beamline, confirming that the DAQ system of the E16 STS was functioning successfully. For sensor
performance evaluation, a detection efficiency of 98.5% (at incident angles of 0 degrees and 16
degrees) and time resolutions of 4.3nsec (at 0 degrees) and 5.4nsec (at 16 degrees) after the
timewalk corrections were achieved. These results meet the performance requirements of CBM and
E16 experiments. Furthermore, issues related to STS operation and repeater defects were identified
and subsequently improved.
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J-PARC E16 fifth commissioning run
(Run-0e)

The commissioning run of the J-PARC E16 experiment, Run-0Oe, was conducted from April 20
to June 3, 2024. Using beams of 1 x 10 ppst, 5 x 10? pps, and 1 x 100 pps, data were collected for
detector performance evaluation, calibration, and physics data acquisition using the physics trigger.
For the evaluation of the STS, data were acquired for approximately three hours using a beam
intensity of 1 x 10° pps without a magnetic field.

The first installation of the STS for the J-PARC E16 experiment was at Run-0d. However, due
to insufficient preparation and a beam time reduction caused by a fire, enough data collection could
not be conducted. In contrast, Run-Oe was the first full-scale data acquisition for the STS using an
online trigger system.

This chapter explains the implementation results of the online trigger system and evaluates the
performance of the STS using data obtained from Run-Oe. Additionally, some issues that occurred
during Run-0Oe are also reported.

Lpps: protons per spill, an indicator of beam intensity. In the E16 experiment, a beam of 1 x 10'° pps is used to
collect physics data.
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6.1 Results of online trigger selection in Run-0e

In Run-0Oe, the search window for coarse selection was set to 12.8 psec, and the match window for
fine selection was set to 3.2 psec (Appendix D). Figure 6.1 shows the timing difference distribution of
smx_tdc 77 and trg_emu_tdc ¥ after the online trigger selection (1 tick = 3.125 nsec). A sharp peak
is observed around -95 tick, indicating that the online trigger selection was successful. Additionally,
the fine structures visible outside the peak are considered to correspond to the 21 nsec transverse
RF2.
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Figure 6.1: Distribution of the between hit timing (smx_tdc7v) and trigger timing (trg_emu_-
tdc %). This data was acquired using a beam intensity of 1 x 10'° pps, with a magnetic field, and
a vector meson trigger (physics data acquisition trigger).

6.2 Analysis and Results

This section describes the performance of the STS based on data obtained without a magnetic
field using a beam of 1 x 10° pps. The evaluation focuses on the residuals and detection efficiency
of STS clusters relative to tracks reconstructed using only the three GTR layers. The data used for
this evaluation was acquired using triggers generated when GTR300 and LG were simultaneously
hit (GTR x LG 1track tirgger). First, the methods of clustering STS hits and reconstructing tracks
using only the three GTR layers will be explained, followed by the analysis and results. Furthermore,
finally, the operational performance of STS under a magnetic field is discussed.

6.2.1 Clustering of hits of the STS
This section explains the method of clustering STS hits.

First, hits corresponding to the trigger are identified. In this analysis, the timing of hits recorded
by the SMX (smx_tdc ¥¥: 320 MHz, 14-bit) and the timing when the trigger arrived at the GBTx-

2 A high-frequency electric field (47.47 MHz, corresponding to 21 ns) introduced to improve the spill time structure
by flattening the beam intensity distribution and enhancing the duty factor [49].
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EMU (trg_emu_tdc %: 320 MHz, 64-bit) were used. Figure 6.2 shows the distribution of the timing
difference. A sharp peak appears around —95 ticks, which is considered to correspond to the hits
triggered by the event. Based on this distribution, the timing window is defined to select hits. In
this analysis, hits within the light yellow range, —95 4100 ticks, were selected as hits corresponding
to the trigger.

10*
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10500 400 -300 200 -100 0 100 200 300 400 500

smx_tdc - trg_emu_tdc [tick = 3.125 ns]

Figure 6.2: Distribution of the between hit timing (smx_tdc7¢) and trigger timing (trg_emu_-
tdc W). The vertical axis is displayed on a log scale. This data was acquired using a beam intensity
of 1 x 10% pps, without a magnetic field, and GTR x LG 1track tirgger. The yellow-colored area is
the selected hit area.

Using these hits, clustering was performed by grouping adjacent strips where the timing differ-
ence between hits was 60 ticks or less. The one-dimensional cluster positions (Zcog) and times (Z¢og)
were determined using the Center of Gravity method, where the charge deposited on each strip is
used as a weight as follows.

N N
Z 4T Z qiti
i=1 i=1

= tg=EL (6.1)

N
> >
i=1

=1

Lcog =

Here, N is the cluster size, x; is the position of the hit strip, ¢; is the ADC value of the hit, and
t; is the timing of the hit. Time walk corrections for f.,; were not applied in this analysis. In this
analysis, only the sensor N-side (x-axis) was evaluated, so only 1D clustering was performed for
STS. The position of this cluster was determined using sensor local coordinates, and for analysis
using tracks, it was converted to global coordinates.
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6.2.2 Track reconstruction

In this analysis, the tracks reconstructed with only three layers of the GTR are used. This
section focuses to explain how to reconstruct these tracks. The process starts by clustering strip
signals to determine local cluster positions in each layer. These positions are then converted into
global coordinates, which are subsequently used for tracking charged particles.

Specifically, the track is determined by recursively performing the following analyses @), ®),

and (©).

@) Cluster position determination in GTR

The cluster position determination in each GTR layer follows these steps:

1. The cluster centroid position (zc.g) and centroid time (tcog) are determined through hit cen-
troid calculation.

2. Using the cluster centroid time (t¢og) and the drift velocity (vg), the ionization position along
the z-axis is calculated as Az.

3. The correction term (Az) is calculated using the derived (Az) and the incident angle (6)
obtained from or (©, and z4e is determined.

First, clustering in each layer begins by identifying clusters from the hits on the strips. Using
a group of adjacent hits, the centroid position (z¢.g) and centroid time (tcog) of the cluster are
determined using the Center of Gravity method (Eq.6.1), with the charge deposited on each strip
serving as a weight (In this thesis, the explanation of how the charge deposited on the strips and
their timing are determined is omitted.).

1 0 Charged particle

Vg ¢ drift velocity
Mesh :>/ /
E

Ax =Az-tanf I z z =va(t —to)

=0 - Py > 3 mm
Az = -A e
(detector plane) z=vg4 -4t -~ J lonization ‘ l t
GEM

Readout foil —

Figure 6.3: Cluster position determination in GTR.

In the GTR, ionization occurs as a charged particle passes between the MESH and the GEM.
Electrons generated during this process are amplified to determine the passage position of the
charged particle. The detection position of a charged particle is defined as z4e; on the plane at the
center of the MESH and GEM, i.e., at z = 0. For vertical tracks, x¢os and x4e are identical, and the
Center of Gravity method provides sufficient position resolution. However, for angled tracks, these
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values differ, requiring a correction based on the time differences of the arrival signals to achieve
accurate position determination.

A drift electric field of 600 V/cm is applied between the MESH and the GEM. The time it
takes for electrons generated by ionization to reach the first layer of the GEM varies depending on
the z-axis position where the ionization occurs. By using this time difference, ¢qg is corrected to
determine get.

The dependence of detection time on the ionization position is represented as a straight line
with a slope of vy (electron drift velocity), as shown on the right in Fig. 6.3. This line is calculated
using data from detector calibration runs. The time at z = 0 is defined as ty, and the deviation
from t¢ is denoted as At. Using this At, Az is calculated (Eq.6.2).

Az = (% At = Vq (tcog - to) (62)

Then, using the incident angle @ for each layer obtained from and (©), Az is calculated, and the
detection position xge is determined (Eq. 6.3).

Ax = Az - tané, . Zdet = Teog + A (6.3)
In this way, the detection position of the cluster, xget, is calculated.

The drift velocity is typically 0.01 mm/nsec. Given that the distance between the MESH and
GEM is 3mm, the drift time (At¢) spans a width of 300 nsec. This means that for a single event,
the GTR timing window scans within this 300 nsec range?.

Track finding

Track reconstruction begins with track finding. Using the cluster positions ((Zcog, Ycog)) calcu-
lated in (), all combinations of clusters from the three layers are exhaustively searched, with the
constraint that only adjacent modules are allowed. A rough linear fit is then performed in the zz
and ry planes to identify track candidates.

Next, for each of the three layers, the timing of x and y clusters is matched. If the timing of
all three layers falls within the configured time window (-~ 50 nsec), the candidate is retained as a
track candidate. Duplicate tracks using the same clusters are allowed at this stage.

(© Track reconstruction

Tracking is performed using the Runge-Kutta method with the track candidates from (), includ-
ing the target position in the calculations. This tracking uses the least-squares method to search
for the track.

3If hits from another event are mixed within this 300 ns timing window, it becomes impossible to distinguish them.
The timing window mentioned in Section 4.1 refers to this issue, and this is why the STS is important for the E16
experiment.
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Using these steps (&), ®), and (©), the tracks are determined as follows:

Calculate Tcog (@).

Create track candidates ((®).

(Correct zqer (W).)

Track with the Runge-Kutta method ((©)).

Correct qe; (@).
Retrack with the Runge-Kutta method ((©©).

A S

This sequence determines the tracks.

6.2.3 Track selection

To ensure track quality in the performance evaluation of the STS, track selection was applied.
The details of the track selection are shown in Table6.1. LG timing refers to the time difference
between the trigger and LG hit timing, LG residual represents the residual between the track and
the LG hit, and GTR xy timing corresponds to the timing of the clusters in the xy plane.

Table 6.1: GTR track selection.

Parameter Cut value
X X*<5
LG timing 40 < trg < 120 tick [1tick=1.04 nsec]
LG residual [residual,| < 100 mm, |residual,| < 100 mm
GTR xy timing (100) |tz —ty, — 7| < 25nsec
GTR xy timing (200) |tz —ty — 7| < 25nsec
GTR xy timing (300) |tz — ty — 4] < 25nsec

Using the tracks selected based on Table 6.1, an analysis of the residuals and detection efficiency
was conducted for the most forward module, 106 N-side (x) only.
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6.2.4 Results of residual distribution

The intersection position of the track with the STS sensor is defined as w4, and the residual
between this position and the STS cluster position zgs was calculated (Fig. 6.5, left). Here, the
residuals were calculated for all STS clusters corresponding to any given track.

Residuals

STS clusters

| K—K ' l ﬁ
Sensbr-iéé\\

STS|sens0r sts loclzal X

GTR track

Figure 6.4: Definition of the residual between tracks and STS clusters (left) and the definition of
sts_local, (right).

The left panel of Figure6.5 shows a 2D histogram with the horizontal axis as sts_local, and
the vertical axis as the residuals. The sts_local, axis is oriented with x = 0 at the center of the
sensor, pointing toward the beam side (Fig. 6.4, right). The right panel of Fig. 6.5 shows the residual
distribution over the entire local, range of the 106 sensor (a projection of the vertical axis in the
left plot) and its Gaussian fit result. The Gaussian fit is performed within a range of +0.3 mm,
resulting in a sigma of 172 pm.

Figure 6.6 shows the sts_local, dependence of the residual distribution. It is obtained by slicing
the plot in Fig.6.5 (left) into bins of 0.6 mm in sts_local,, fitting each slice with a Gaussian, and
plotting the mean and sigma. The mean aligns well with zero in the range of local x = —5 to 15mm
but shifts outside this range. The sigma is approximately 200 pm for x > —10mm, but it increases
for x < —10mm.

The residual distribution projected within the range of £ = 0mm to 10 mm, where the residual
results are good, is shown in Figure6.7. In this range, the residual was found to be 144 pm.
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Figure 6.5: The 2D histogram with the horizontal axis as sts_local, and the vertical axis as the
residuals (left) and the residual distribution over the entire sts_local, range of the 106 N-side (right).
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Figure 6.6: The sts_local, dependence of the residual distribution. Mean (left) and sigma (right)
from the Gaussian fits.
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Figure 6.7: The residual distribution over the sts_local, range of 0-10 mm on the 106 N-side.

6.2.5 Results of detection efficiency

The detection efficiency was calculated as follows.

The number of sensor response events corresponding to tracks

Efficiency = (6.4)

The number of tracks

The detection efficiency analyzed here is based on tracks in the denominator and does not fully
correspond to the true detection efficiency. The cut based on the residuals between STS cluster
position and track used the STS cluster closest to each track.

Figure 6.8 shows a plot of detection efficiency calculated by dividing the entire range of the 106
N-side into 100 segments. The left panel presents the results when a uniform cut of < 0.8 mm (40 @
sts_local x > —10mm) is applied to all closest cluster residuals. In contrast, the right panel shows
the results where the o values for each sts_local, were obtained from the o plot on the right side of
Fig.6.7, and a 40 cut was applied based on those values. The errors are added symmetrically up
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and down, as shown in Equation 6.5. For simplicity, events with tracks at the edge of the sensor

(|sts_local,| > 28 mm, |sts_local,| > 28 mm).

Ae =

e(l—e)

Ntrk

(6.5)

Here, € represents the detection efficiency, and Ny denotes the number of tracks.
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Figure 6.8: Detection efficiency for the 106 N-side, calculated by dividing the entire range into 100

segments.

6.3 Performance in under a magnetic field

The performance of the STS under a mag-
netic field was also investigated using a beam
of 1 x 10° pps. Figure 6.9 shows the charge de-
posited at the STS in fC versus the track mo-
mentum. The deposited charge, which corre-
sponds to the cluster charge after hit cluster-
ing, is obtained through threshold scan calibra-
tion (Appendix C.1). The tracks used were re-
constructed using four layers: the STS and the
three GTR layers. The calculated most prob-
able values (MPV) of energy losses for pions,
kaons, protons, and deuterons are also plotted.
Clear bands corresponding to pions and protons
are distinctly identified. This indicates that hit
clustering and calibration in the STS were suc-
cessful and further confirms that the STS func-
tions properly with the E16 DAQ system.
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Figure 6.9: Charge of STS cluster vs track mo-
mentum.
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6.4 Discussions

6.4.1 Residual distribution
Residuals in the range of [0 mm < sts_local, <10 mm)]

From Fig. 6.6, the residuals width was smallest in the range [0 mm < sts_local, <10 mm], mea-
suring 144 um (Fig.6.7). To verify whether this result is reasonable, the following simple Monte
Carlo simulation was conducted for evaluation.

Using the actual geometry, a setup with one STS layer and three GTR layers was modeled, and
particles were injected from the target position. Gaussian smearing with o = 120 pm (the estimated
position resolution of the GTR) was applied to the particle’s true crossing points at each GTR layer,
resulting in calculated GTR hit positions. These three hit positions were fitted to a straight line,
and the residual distribution was determined as the difference between the intersection of this line
with the STS (x4;x_sTs) and the particle’s true crossing point at the STS (2tyyesTs). The result is
shown on the left panel of Figure 6.10.

Additionally, the detected position of the STS (zp;;_sTs) was smeared using a Gaussian distribu-
tion with o = 58 pym/v/12 = 16.7 pm (the estimated position resolution of the STS) relative to the
true incident position (ZtuegTs). The residual distribution between the intersection of the fitted
line with the STS (xt;x sTs) and the detected position of the STS (xpis_sTs) is shown on the right
panel of Fig. 6.10.

This simulation ignores multiple coulomb scattering, so it slightly underestimates the results.

As a result of this simulation, the residual distribution between the track reconstructed using
only the three GTR layers and the STS was approximately ¢ = 140 pm, regardless of whether the
STS position resolution was considered. This value is close to the experimental result of 144 pm.
Since the position resolution of the GTR is much larger than that of the STS, the STS position
resolution cannot be observed. However, under the assumption that the GTR position resolution is
120 pm, this result is reasonable.
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Figure 6.10: Residual distributions between the STS intersection of the track reconstructed using
only the three GTR layers and the true STS incident position (left), and between the STS intersec-
tion and the detected STS position (right) from the Monte Carlo simulation.
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Residuals in the range of sts_local, <-10 mm

From Fig. 6.6, the residuals width significantly increases in the range of sts_local, <-10 mm.

This is likely due to the effects of multiple coulomb scattering caused by the frame of the 107 GTR
module.
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Figure 6.11: 2D CAD view of spectrometer and module overlap.

Figure 6.11 shows a 2D CAD view of the spectrometer from above. By drawing a straight line
(light blue line) through the target position and the edge of the 107 GTR frame, it was found that
the 106 module of the STS overlaps with the 107 GTR module in the range of approximately 23 mm
from the beam’s outer side, i.e., sts_local, <-7mm. Therefore, it is considered that this overlap
increases the residuals width due to the effects of multiple coulomb scattering.

6.4.2 Detection efficiency

In the left panel of Fig. 6.8, the drop in detection efficiency for sts_local, <-7mm is likely due to
the increased residuals width caused by multiple Coulomb scattering, as discussed in the previous
section. Taking this into account, the detection efficiency was recalculated within a 4-sigma range of
the residuals width, considering its sts_local,-dependence. As a result, the dependence on sts_local,
decreased, and the detection efficiency improved to approximately 93-94%. This is close to the E16
performance requirement of 95% (Section 4.1), confirming that the requirement is nearly met.

However, this result is worse than the results from test experiment at KEK PF-AR. As mentioned
in the analysis part, this difference is attributed to the denominator being the reconstructed tracks,
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making the efficiency highly dependent on the quality of the tracks. Evaluation of track purity is
underway.

6.5 Detector status and issues

Various issues were identified during Run-Oe, and countermeasures were implemented. This
section describes the identified issues and improvements.

6.5.1 Increase of leakage current

The E16 STS sensors are operated by applying +75V to the N-side and -75V to the P-side,
forming a depletion layer with a reverse bias voltage of 150 V. Under reverse bias, almost no current
flows through the sensors; however, a small amount of current may flow, known as “leakage current”.
During Run-0e, an increase in leakage current was observed in each sensor.

Figure 6.12 shows a plot of the leakage current variation in the 106 module during Run-Oe,
overlaid with the beam intensity used in the experiment. It was observed that when the beam
intensity exceeded 5 x 10° pps, the leakage current gradually increased. This increase was not
temporary. Measurements in the laboratory after Run-Oe showed that the leakage current increase
had accumulated and persisted even after the beam exposure ended.

Table 6.2 shows a comparison of the leakage current for each sensor before and after Run-Oe.
The measurements after Run-0e were conducted in the laboratory following the conclusion of the
experiment. Typically, the leakage current was 3 pA before Run-Oe, but it increased by nearly 10 pA
in the forward-most 104 and 106 modules. Additionally, module 101 showed a significant increase,
with leakage current rising by nearly 40 pA.

(N),—(P): Leakage current (abs value)
: Beam intensity

Current[uA]

[otOTX]AMSUSIU| weag

Time [mon/date]

Figure 6.12: Variation of leakage current (106 module) and beam intensity.
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Table 6.2: Comparison of leakage current before and after Run-Oe. (*See Section 6.5.3 )

Module Before Run-0e (N/P) [pA] | After Run-Oe (N/P) [pA] (24th July 2024)
101 +31/-30 F38.7 ] 38.7
102 +3.3/-3.2 +8.1 /7.7
103 - +12.5 / -12.1
104 2.4 /2.2 +11.1 / -10.2 (4100 V/-2 V)*
108 (106 in Run-Oe) +2.5 /2.4 +10.2 / 9.8
107 +2.3/-2.0 +9.7 / -9.3
109 +2.1/-2.0 +6.4 / -6.0

The increase in leakage current was initially attributed to potential radiation damage. However,
an estimate of the number of irradiated neutrons revealed that the radiation dose was insufficient
to cause bulk degradation leading to an increase in leakage current. Therefore, it is considered to
be an issue on the circuit side (FEB-8s) rather than sensor damage.

Additionally, laboratory tests conducted after Run-Oe showed that leakage current fluctuated
significantly with room temperature changes. For instance, in an unheated laboratory in December
(approximately 15°C), the leakage current of the 104 module dropped to around +5 pA.

Although the exact cause of this issue remains unknown, plans for the next run include em-
bedding a thermometer near the sensor inside the chamber to record temperature changes and
circulating dry air to control humidity.

6.5.2 Time-zero shift in SMX TDC

In the test experiment conducted at Tohoku University ELPH in 2021, a phenomenon involving
a time-zero shift in smx_tdc was observed [41]. However, since the FEB-8s are time-synchronized
during initialization, such a phenomenon should not occur. At present, the root cause of this
issue remains unexplained. A similar phenomenon was occasionally observed suddenly during data
acquisition in Run-Oe.

This issue was rarely observed in the FEB-8s of 104 N-side and 102 N-side during Run-Oe. For
these two FEBs, problems occurred during data acquisition with the 1 x 10'° pps under a magnetic
field. Figure6.13 shows the distribution of the difference between smx_tdc and trg_emu_tdc for
hits in 104 N-side when this phenomenon occurred. The left panel shows the distribution for all
SMX chips in 104 N-side, while the right panel overlays the distribution for each SMX chip using
different colors. Under normal circumstances, all chips are time-synchronized, and the peaks align.
However, when this phenomenon occurs, a time-zero shift happens, causing the peaks to become
misaligned.

Although the cause remains unknown, the following two characteristics were consistently ob-
served when this phenomenon occurred:

e The issue occurs only occurs when the DAQ is restarted.

e When the phenomenon occurs, slow control for the SMX becomes unresponsive.

As a temporary solution, shifters monitor the timing distribution (Fig. 6.13 left) using online
monitors. If the distribution shows multiple peaks, the FEB-8 is re-synchronized, and the run
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is restarted. Since this issue occurs only rarely, this approach is currently considered sufficient.
However, it remains unclear whether the root cause lies in the E16 DAQ circuit or the SMX itself.
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Figure 6.13: Timing distribution in smx_tdc misalignment (104 N-side).

6.5.3 Power supply failure

Two power supply failures occurred during Run-Oe. The first failure involved the simultaneous
shutdown of power to all channels. The second failure resulted in a loss of control, causing a high
reverse bias voltage to be applied to the sensors, which led to a breakdown of the 104 module.
These failures are believed to be caused by radiation effects.

The power supply was installed in a position directly exposed to radiation in the event of an
abnormal beam, as there were no barriers between it and the beamline. As a result, the two failures
occurred, with the second failure causing severe damage to the 104 module.

During the second failure, the 104 module experienced a reverse bias voltage of ~600V, with
+490V applied to the N-side and —100V to the P-side. This condition lasted for 2-3 minutes.
When attempting to adjust the abnormal output voltage caused by the failure, the power supply
malfunctioned, resulting in this high voltage being applied. After the incident, applying a bias
voltage to the 104 module revealed normal behavior on the N-side, but the P-side exhibited a
leakage current of 30 pA (typically around 1 pA) at £5 V. Consequently, an asymmetric bias voltage
of +100V on the N-side and —2V on the P-side was applied to continue operation during Run-
Oe. Investigations conducted in the laboratory after Run-Oe confirmed that the HV power supply
through the connectors functioned without issues and that symmetric bias voltage could be applied.
This led to the conclusion that the sensor itself was undamaged.

To prevent such incidents in the future, the following measures were implemented:

e Relocating the power supply behind a magnet yoke to reduce radiation exposure.
e Reconfiguring the power supply to automatically shut down if abnormal currents are detected.

e Installing 200V zener diodes between the +/- terminals of the HV cables to limit the maximum
voltage.

e Establishing a strict protocol to immediately shut down the power supply without attempting
to adjust output voltage in the event of an issue.
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With these measures in place, unexpected high voltages should no longer occur, and even if they
do, significant damage is unlikely to result.

6.6 Summary

Run-0e, conducted in May 2024, was the first full-scale data acquisition for the E16 STS. It was
also the first time that data acquisition using an online trigger selection was performed with the
STS, and its successful operation was confirmed.

Furthermore, analysis of data collected without magnetic field showed that the detection effi-
ciency for tracks reconstructed using only the three layers of the outer tracking detector (GTR) was
approximately 94% (for one side of the STS sensor). Although further evaluation of track quality
is necessary, this result is considered to meet the performance requirements of the E16 experi-
ment. Moreover, the residual distribution between these tracks and the STS clusters also showed
reasonable results, assuming a GTR position resolution of 120 pm.

In addition, the analysis of data acquired with a magnetic field confirmed that the STS func-
tioned properly with other E16 detectors and the DAQ system. This was demonstrated by the
distribution of cluster charges vs momentum, indicating successful hit clustering, calibration, and
event selection.

Future performance evaluations will require further advancements in the analysis of data ac-
quired with a magnetic field, as well as assessments of 2D cluster detection efficiency and position
resolution using both sides of the sensors. Additionally, since data acquisition was also conducted in
a streaming mode (triggerless data acquisition), evaluating the rate tolerance remains an important
future challenge.
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Summary

This study focuses on the development and performance evaluation of the Silicon Tracking
System (STS), the primary tracking detector for the next-generation high-luminosity heavy-ion
collision experiment, Compressed Baryonic Matter (CBM) experiment.

The STS is a double-sided silicon strip detector with a thickness of 320 pm and a strip pitch of
58 um. It consists of eight layers of sensors capable of reconstructing the tracks of charged particles.
Currently, the STS sensors are being implemented as the innermost tracking detector in the J-
PARC E16 experiment, which uses a high-intensity proton beam. The purpose of this study is to
implement the STS sensors in the J-PARC E16 experiment and evaluate their performance under
a magnetic field.

In a test experiment conducted at the KEK in November 2023 using an electron beam, the
STS sensors achieved a time resolution of approximately 5nsec and a detection efficiency exceeding
98.5%, meeting the performance requirements for both the CBM and E16 experiments. Following
this test, issues identified during the experiment were addressed, and the implementation of the
STS sensors for the E16 experiment was completed.

During the commissioning run of the E16 experiment (Run-0e) conducted in May 2024, the STS
successfully operated stably in a magnetic field environment. It was also the first time that data
acquisition using an online trigger selection was performed with the STS, and its successful operation
was confirmed. Data analysis conducted without magnetic field showed that the detection efficiency
of one side of the STS sensors was approximately 94% for tracks reconstructed using only the three
layers of the outer tracking detector (GTR). Furthermore, the residual distribution between these
tracks and the STS clusters showed reasonable results when a GTR position resolution of 120 pm
was assumed. In addition, the analysis of data acquired with a magnetic field confirmed that the
STS functioned properly with other E16 detectors and the DAQ system.

Future challenges include further detailed analysis of the data obtained with a magnetic field
environment and evaluations of the 2D cluster detection efficiency, position resolution using both
sides of the STS sensors and rate tolerance. Currently, efforts are underway to address the issues
identified in Run-0e and prepare for Run-1. In Run-1, the operation time is expected to be approx-
imately 3,000 hours, which is about ten times longer than that of Run-Oe. Therefore, the long-term
operation of the modules will also be demonstrated.
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Appendix A

Sensor topology and E16 new ladders

A.1 STS sensor topology

The strips at the edge of the P-side of the STS sensor are electrically connected to the strips at
the opposite edge through double-metal-layer (DML) wiring. This design is implemented because
the strips on the P-side are tilted by 7.5 degrees, requiring the signals from the short strips at the
edges to be read. These strips are referred to as “z-strips”. As mentioned earlier, the DML often
increases the total capacitance of the strips, which can affect signal quality and overall detector
performance. Consequently, the noise level in this sensor region increases. For the 60-mm-long
sensors used in the E16 experiment, the z-strips occupy a region of 60 mm X tan(7.5°) = 8.25 mm

from the edges (Figure A.1).
T T 17 = Readout
N-side ’.A‘ lB direction

T/ T4

/
[[]]] [zsmes |

Figure A.1: Schematic of the STS sensor with a stereo angle of 7.5 degrees on the front p-side. The
sensor is divided into three regions: corner regions (A, C) and central region (B). Horizontal metal
lines (DML) interconnect read-out strips in the corner region (C) to avoid connectivity issues [18,50].
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A.2 E16 STS new ladders

For Run-1, some ladders were rebuilt. This was due to issues such as modules where high
voltage was mistakenly applied to the FEB-8s and modules with unusually high levels of noise. The
following table lists the newly rebuilt modules. Additionally, L4 (106-v2-GSI) and L6 (104-v2-GSI)

are on the N-side instead of the P-side, which is against the E16 ladder rule: “The ladder side faces
the P-side”.

Table A.1: E16 version2 ladders for Run-1.

Ladder Sensor Micro-cable [mm)] Radius Ladder rule
No. No. N p +0.16 [mm] | NIP|/ P|N|
L6 104-v2-GSI (106-v2-JP) 121 121 148.81 PIN|
L4 106-v2-GSI (104-v2-JP) 121 121 148.81 PIN|
L3 103-v2 172.5 163.1 117.386 NIP|
L1 101-v2 142 131 117.386 NIP|
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Data structure from SMX ASIC

The following table lists the types of data frames sent from the STS-XYTER ASIC via the
uplink.

Table B.1: Types of data frames from the STS-XYTER ASIC.

Type Description

Dummy Hit | A frame sent to synchronize timestamps when no hit occurs

Hit A frame that sends regular hit information

TS_MSB A frame recording the upper 6 bits of the timestamp, sent when necessary

RDdata_ack | An acknowledgment frame sent in response to a successful data read command

Ack An acknowledgment frame sent for purposes other than data readout

ALERT_FRM | A frame sent based on the status register to record the chip’s state

SEQ_ERR A sequence error frame

Each data frame consists of 24-bit and is converted to 30-bit via 8b10b encoding when sent to
the GBTXxEMU. Figure B.1 shows the detailed structure of the data frames [25]. While preparing
the E16 STS DAQ environment, errors in the table from this manual were identified. The table
below Fig. B.1 is the revised version.
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Structure of the uplink frames (before 8b/10b encoding)

BYTE<0> BYTE<1> BYTE<2>
frame_bits<23:16> frame_bits<15:8> frame_bits<7:0>
bits_8b10b<29:20> bits_8b10b<19:10> bits_8b10b<9:0>

Tye |23 22‘21|20|19|18‘17‘16 15|14‘13‘12|11 10|9 0
Dummy Hit |0 | 7-bit channel address = 0x00 5-bit ADC = 0x00 0x0 0
= [eqister 192, 3) <2>
. . ) TS<9:8> | _.
Hit 0 | 7-bit channel address 5-bit ADC > 0x00 Timestamp<7:0> EM
(overlap)
: - - 4-bit CRC
TS_MSB 1 |1 | Timestamp<13:8> Timestamp<13:8> poly 0X9 = (x!)+x+1
RDdata_ack 1 10 |1 |15-bit register content S-oit sequence ;3)0?:; (ir;c:
{implemented) number (LSB) () +x+1
. 0x00 orFimestamp</2> .
gcl\ln(xz) 1 |o |0 [Ack 4'b';j:$‘e‘°;”°e CP |4-bit status value depending-on CONFIG<1> io?;ocgcz -
. )
ACK
Ack 0T | 4pit sequence _ 000 or Tmestamp<t38> 4y cre
(SMX2.1) 110 (0 |Or number CP | 4-bit status value Depending on the config register poly 0X9 = (x¢)+x+1
’ NACK col=3 bit <1>.
0x2
ALERT_FRM 1 1o lo loa 11-bit STATUS register content (not masked by Col=36 4-bit CRC
(SMX2.1) register!) poly 0x9 = (x4)+x+1
SEQ_ERR 1 10 (0 |Ox0 TBU TBU TBU
BYTE<O> BYTE<1> BYTE<2>
frame_bits<23:16> frame_bits<15:8> frame_bits<7:0>
bits_8b10b<29:20> bits_8b10b<19:10> bits_8b10b<9:0>
type |23]22|21]20]19]18]17]16]15]14]13]12[ 1110|9876 [5][4a]3]2]1]0
Dummy Hit | O 7-bit ch addr = 0x00 5-bit ADC = 0x00 Timestamp<8:0> 0|0
Hit 0 7-bit ch addr 5-bit ADC TS<9:8> Timestamp<7:0> EM
TS_MSB
(sent by 1 1 Timestamp<12:7> Timestamp<12:7> Timestamp<12:7> 4-bit CRC
dummy hit)
TS_MSB ) ) . .
. 111 Timestamp<13:8> Timestamp<13:8> Timestamp<13:8> 4-bit CRC
(sent by hit)

Figure B.1: Structure of the uplink frames [25].
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Appendix C

Threshold

C.1 Threshold scan (pscan)

Threshold scanning (pscan) is performed to verify the ADC fC conversion, noise levels, and
threshold values. The procedure and analysis of threshold scanning are conducted as follows:

1. Threshold scanning for each chip and each
strip channel of FEB-8 The ADC uses 5-bit for
digitization, which corresponds to 31 threshold levels.
It is equipped with an internal counter that records the
number of pulses exceeding each threshold. Calibra-
tion pulses can be generated with amplitudes ranging
from 0 to 255 (corresponding to approximately 0 fC to
14 fC). For each strip, pulses are input N times, and
the counter values are read. By repeating this process
while gradually changing the pulse amplitude, ADC
calibration can be performed. This calibration yields
a graph like the one shown in Figure C.1. The hori-
zontal axis represents the amplitude of the calibration
pulse, and the vertical axis indicates the counter value
corresponding to a specific ADC threshold. This plot

Counts

- o o
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P T T T P T T
R R R R A AR AR R

N
S

N oA @ o 9
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o
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50 100 150 200 250
[amp_cal]

Figure C.1: S-curve.

is referred to as “S-curve”. This plot is created for each ADC value and TDC threshold of every
channel. A step size of 1 for the pulse height and N = 100 pulses is recommended for the pscan.
Figure C.1 shows the S-curve for a specific strip channel and ADC channel with a step size of 4 and

N = 200 pulses.

2.Fitting of S-curve For each chip, each strip channel, and each ADC channel, the graph ob-
tained in step 1 is fitted using the following error function with the mean value u, standard deviation

o, and amplitude A = N:

At (T5E) <4
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Chapter C Threshold

Here, the obtained mean (u) corresponds to the threshold level of the channel, and the sigma (o)
corresponds to the noise of the channel.

3. Charge and ENC conversion The pulse height in arbitrary units (amp_cal) is converted to
charge or the number of electrons. We perform this conversion using the following equation.

1 [amp_cal] = 0.056 [fC] ~ 350~ (C.2)
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C.2 Threshold adjustment

Threshold adjustment is performed for each ADC threshold and FAST (TDC) threshold, and is
performed for each ASIC. The details of the threshold adjustment method for each threshold are
explained below. The following adjustment algorithm is a slightly improved version based on the
method used in CBM experiment.

C.2.1 ADC thresholds adjustment

The SMXv2 chip has a 5-bit flash ADC and a dig-
ital peak detector in each channel. This ADC can VRef T
measure signals within a range of about 0fC to 14 fC. VRef_P
The range is controlled by two reference voltages, Vier p INPUT
and Vier N, which can be adjusted using 6-bit registers v'
(VERF_P, VERF_N). A resistor ladder between these ref-
erence voltages sets the threshold for the comparators
(also called discriminators).

However, there are mismatches in offset values be-
tween channels and comparators. To fix this, “trim- -
ming corrections” are used to make the ADC perfor- \j
mance uniform across all channels. Each ADC contains R
31 comparators, one for each non-zero ADC value. VRef N COMPARATORS
These comparators have 8-bit trimming thresholds,
which can adjust the offset by £150mV.

The threshold for each comparator, V; (i= adc ch)
can be written as follows:

DIGITIZED
OUTPUT

ENCODER

Figure C.2: Block diagram of the SMXv2
flash ADC [19].

(C.3)

V}e _V}e
Vi = Vierp + (nglfN) x d;

where d; is ideally (i — 1) to obtain V; in equal spacing. However, in reality, there is deviation. To
correct the deviation, a trimming DAC applies a correction term, dv;.

Figure C.3 illustrates the concept of this threshold adjustment. Each strip channel is represented
by a spring (corresponding to the ADC range), and each spring has 31 graduations, which correspond
to individual ADC thresholds. These 128 springs are positioned between two plates, Vier p and Vier N
Additionally, Vier T controls the height of the input pulses.

The threshold adjustment is performed as follows: (1) The input pulse pedestal voltage is ad-
justed using VERF_T (6-bit register). (2) The spring (the range of the ADC) is adjusted using VERF_
P and VERF_N. (3) Each ADC threshold for each strip channel is finely adjusted using trimming
DAC. The following sections provide a detailed explanation of these adjustment methods.
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(M Adjustment of Ve T

Viet T is adjusted using a 6-bit register, VERF_T. In SMXv2, the step size of VERF_T adjustment
for 1 LSB (1 tick) can be selected from four options. For our purposes, we use a step size of 1 LSB
~ 700e".

Viet T should be set to an optimal and appropriate value. When setting the ADC range to
approximately 30 to 240 amp_cal (1.7 to 13.4fC), it is generally initialized to VERF_T = 58. By
default, Vier 7 should be set slightly below Vier p [25].

(@ Adjustment of Vierp and Vier N

Viet p and Vies N are adjusted with 6-bit registers, VERF_P, VERF_N. These adjustments are per-
formed after aligning Vies 7. The procedure for these adjustments is as follows, with improvements
over the CBM method highlighted in red.

4 )

1. Determine the height Vi, for the adc = 1 threshold (lowest adc thr) and the
height Vigp for the ade = 31 threshold (highest adc thr). It is recommended that
Vhigh — Viow be set to a value divisible by 30 when converted to amp_cal.

2. Align the trimming DAC value “trim” (8-bit) of each strip channel and ADC channel
to the median value of 128.

3. VREF_P/VREF_N adjustment

(a) Input pulses with a height of Vigw / Vhign a total of N times. Then, gradually
increment VREF_P / VREF_N from a lower value and record the number of events
where the ADC value exceeds 1.

(b) The optimal VREF_P / VREF_N is defined as the value at which this event count
reaches N /2.

¢) To determine this optimal value, consider Only the strip channels that are multiples
of 5.

(d) From these channels, exclude the three highest and three lowest event counts, then
compute the average of the remaining VREF_P / VREF_Nvalues.

Optimal Vief p and Viee N differ strip by strip. Therefore, an average is taken and adopted (step
3,4). The average is calculated over strip channels that are multiple of 5, excluding highest and
lowest three Ve p and Ve N values.

Currently, this configuration is typically performed in the range of 30 to 240 amp_cal.
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(3) Adjustment of triming DACs

First, the target value V; for each ADC channel (ADC [ch] = i) is determined using the following
equation.

Vhigh - Viow

Vi [amp_cal] = Vigw + 30

X (Z — 1) <C4)
*Note: Wow = vref P Vhigh 7é Vref N-

The optimal trimming values for the target V; is determined in two steps: “coarse adjustment”
and “fine adjustment”. The details of the algorithm are described below.

Coarse adjustment

First, the trimming DAC (8-bit) for each strip channel and ADC channel is set to a median
value of 128. Then, the following loop is repeated N times to determine the optimal trimming
values (trim_coarse):

{ )

1. For each strip channel, a pulse with an target amplitude V; is input M times.
2. For each strip channel, the count C; of events exceeding the ADC value 7 is recorded.

3. The trimming DAC value (trim) is adjusted based on the following conditions:

o If C; > %: Subtract "’i;& from the current trim.
o If C; < %: Add Wigﬂ to the current trim.
o If C; = %: Do not change the trim.

Here, j represents the trial count (starting at 1) and width is the initial adjustment range. The
current settings are N = 12 (number of trials), M = 40, and width = 25.

Increasing the trimming value (trim) lowers the threshold. Therefore:
e When C; > %: The trim is decreased to raise the threshold.
e When C; < %: The trim is increased to lower the threshold.

Additionally, the adjustment range is gradually reduced with each trial. This approach min-
imizes the impact of anomalous count values. By reducing the adjustment range using % while
increasing the trial count, the system becomes more robust to outliers.

The trim determined in this way is referred to as “trim_coarse”.
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Fine adjustment

Based on the coarse trimming value (trim_coarse) obtained from the coarse adjustment, the
optimal trim are determined as follows.
First, the following loop is executed N times:

1. Set the trimming value to trimng_j = trim_coarse + j X Stepg,, — offset.
2. For each strip channel, a pulse with an amplitude V; is input M times.

3. For each strip channel, record the number of counts C;(j) that exceed the ADC value
i

Here, j represents the trial number (starting from 1), Stepg,. is the adjustment step size for
trimming, and offset is the starting position for trimming adjustments. The current settings are
N = 20 (number of trials), M = 40, Stepg,, = 1, and offset = 5. This operation involves raising
the threshold slightly above trim_coarse and gradually lowering the trimming value step by step.

After completing the loop, calculate the average value of the last five counts C;(j), specifically
Ci(N —4) to C;(N), and denote it as “C;_max_avg”. If the count exceeds M x 1.1, correct the
count to M for the calculation. This correction accounts for a double-counting case.

Define C;_max_avg/2 as the half-height count: “C;-hh”. The position in C;(j) where it just
exceeds C;_hh is determined as the final trimming value “trim_fine”.

(@ Readjustment of Ve

After the trimming DAC adjustment is completed, the channel dependence of the threshold
is minimized, and the ADC thresholds align in a straight line. Once this is achieved, further
adjustments to the threshold height are allowed only by modifying Vies 7. The threshold shift
corresponding to 1 LSB of VREF_T differs slightly between the N-side (electrons) and P-side (holes),
as follows (Figure C.4):

N-side (electrons): 1 [LSB] = 788e™ (C.5)

P-side (holes): 1 [LSB] = 671e™ (C.6)

Since adjustments are often made by observing amp_cal, the conversion is noted here. If an adjust-
ment of z [amp_cal] is desired, the corresponding values can be calculated as follows:

Adjustment for N-side (electrons): x [amp_cal] — z/2.25 [LSB] (C.7)

Adjustment for P-side (holes): x [amp_cal] — x/1.91 [LSB] (C.8)

For example, if an adjustment of x = 10 [amp_cal] is required, the corresponding values for each
side are calculated as follows:

N-side: 10 [amp_cal]|/2.25 ~ 4 [LSB] (C.9)
P-side: 10 [amp_cal]/1.91 ~ 5 [LSB]| (C.10)
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Thus, the necessary adjustment in VREF_T can be determined for both N-side and P-side using the
above conversion. Care should be taken to apply the adjustments separately for each side, as the
sensitivity differs slightly between electrons and holes.

This method ensures precise threshold control while maintaining alignment between the chan-
nels.

12000+ ¢ Electrons
»»»»»» Fit: 788 e~/LSB + -33597 e~
[l Electrons, inverted pulse trigger
TI0000F — Fit:78aeSB +-33309 e e
> e Holes
S 8000t - Fit: 671 e-/LSB + -26611 e~
@ ,:""/
S
o 6000
< _
4000}
“
2000

46 48 50 52 54 56 58
Vref,t
Figure C.4: The relationship between Vi1 and the ADC lowest threshold. The slope is slightly
different on the N-side (electrons) and P-side (holes).

C.2.2 FAST (TDC) threshold adjustment

The discriminator following the FAST shaper includes an 8-bit adjustable parameter, Thr2_glb,
for each ASIC, and a 6-bit trimming DAC for each strip channel (Figure C.5). Therefore, the FAST
threshold for each strip can be expressed as follows:

Viast = Vrnra_giv + \A,T_J/ (C.11)

trim correction

Gain Typ: 1.14 VIV To CSA

Discriminator

SSdmMGURESESS DISCR TH2 GL
Fast shaper -— comparator
500u/320Nn - '
(‘As o j _| N
—

200uA @ IN_SH=32 @ o NSH

12-bit
counter

Q

P

Replica (1/5)

100u/320n
976 mV - 1037 mV IN_SH=32
TRIM_VALUE

fl 0-31uA

6-bit trimming DAC @

13uA @ IN_SH=32

W
IN_SH

Figure C.5: FAST discriminator [25].

The method for adjusting the FAST threshold is almost identical to that for ADC thresholds.
Broadly, it involves: () Adjusting the approximate threshold using Thr2_glb, and (2) Tuning the
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threshold for each strip channel using trimming DAC. The following sections provide a detailed
explanation of this adjustment method.

(® Adjustment of Thr2_glb

The parameter Thr2_glb is adjusted with 8-bit precision. This adjustment is similar to those
of Viet N and Vier p and is performed using the following procedure. Improvements over the CBM
method are highlighted in red.

( B

1. Determine the target threshold height Viug.
2. Align the trimming DAC (6-bit) of each channel to the median value of 31 (or 32).

3. Input pulses with a height of Vst N times, then increment Thr2_glb from a lower
value. Record the number of counts that exceed the threshold. The value of Thr2_glb
where the count equals N/2 is considered optimal. This value is determined by taking
the average of counts, excluding the highest three and lowest three counts, from strip
channels that are multiples of 5.

4. Thr2_glb adjustment

(a) Input pulses with a height of Vi a total of N times. Then, gradually increment
Thr2_glb from a lower value and record the number of counts that exceed the
FAST threshold.

(b) The optimal Thr2_glb is defined as the value at which this event count reaches
N/2.

(c) To determine this optimal value, consider only the strip channels that are multiples

of 5.

(d) From these channels, exclude the three highest and three lowest event counts, then
compute the average of the remaining Thr2_glb values.

When adjusting the FAST threshold, the red-highlighted part of step 3 is particu-
larly important. This is because the variation in the appropriate Thr2_glb values among strip
channels is more significant for FAST thresholds compared to ADC thresholds.

One important note is that the fast threshold tends to befired frequently by noise at amp_cal
values below 40. Therefore, when performing this adjustment, it is recommended to increase amp_
cal sufficiently beforehand. The optimal range for amp_cal is 40 to 60.

(@ Adjustment of triming DAC

The S-curve created by the FAST threshold becomes complex due to noise or slight decreases
in voltage supply to SMX. Therefore, it is challenging to adjust it using the same algorithm as
ADC trimming. Instead, a different approach is used for adjustment. The method described below

104



Chapter C Threshold

is currently the most optimal solution.

( )

1. For each strip channel, the trimming value (i) from 0 to 63, and a pulse with an
amplitude Vi is input M times. The current setting for M is 111.

2. Record the count: C(i) that exceeds the FAST threshold for each strip channel.

3. Create a plot trim_s-curve for each strip channel, where the horizontal axis is the
trimming value: 7 and the vertical axis is the count: C(i).

4. Smooth trim_s-curve to generate trim_s-curve_sm.
(a) Csmity=
(b) Com (i) ={C(i = 1) + C(i)}/2

5. Fit trim_s-curve_sm using an error function (Eq. C.1).

(a) If the fit is successful, set the trimming value: i at which the fit function equals

M/2 as trim_best. {er-thefitfunetionmean{pas-trimbests

(b) If the fit fails, set trim_best to the trimming value: i that corresponds to the
count closest to M/2.

6. Set the trimming value to trim_best.

7. Perform a pscan by 1 step in the range of Vit £ 20 amp_cal to verify proper adjust-
ment.

8. If there is significant noise, increase Vi and restart from step (1) Adjustment of Thr2_
glb.

({3

The S-curve created in Step 3 appears as the orange “x” marks in Figure C.6. A normal ASIC
produces a single curve, as shown in the left plot, while some ASICs produce two curves, as shown
in the right plot!. The purpose of the adjustment here is to eliminate the strip channel dependence
of the FAST threshold. Therefore, adjustments are made by averaging between the two curves. To
achieve this, the S-curve is smoothed.

In the algorithm used in the CBM experiment, the curve was smoothed by averaging the count at
the current trimming value (C(7)) with the counts at the preceding (C(i—1)) and following (C'(i+1))
trimming values. However, there was a tendency for the count values to fluctuate significantly with
each change in the trimming value. Therefore, the smoothing was adjusted to average only the count
at the current trimming value (C'(7)) and the count at the preceding trimming value (C'(i — 1)).
This smoothed value, Cs,(7), is shown as the blue “0” marks in Figure C.6.

'However, it is clear that resolving the root cause of this issue would be preferable. The root cause is likely
the decrease in VDDM (voltage value [mV] driving CSA). To resolve this issue, optimization such as adjusting the
current of the CSA is considered necessary; however, a definitive method has not yet been established. This remains
a challenge for future work.

105



Chapter C Threshold
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Figure C.6: Count values vs trimming values. The plot on the left shows an ASIC with a single
S-curve, and the plot on the right shows an ASIC with two S-curves. The VDDM value of the ASIC

on the right is relatively low.

£ cli 25004+
32001 o ¢ sm(j 3 ® C sm(j)
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Figure C.7: Pscan of the FAST thresholds performed with trim_best set. The plot on the left
shows an ASIC with a single S-curve, and the plot on the right shows an ASIC with two S-curves.

The VDDM value of the ASIC on the right is relatively low.

The calculated Cjp,(7) is fitted using an error function (Eq. C.1). The trimming value at which
the fitted function equals M /2 is defined as “trim_best”. Although it is also possible to use the
mean of the fitted error function as “trim_best”, the current approach adopts the former method

for now.

Set the trimming value to trim_best and perform a pscan (Figure C.7). To verify where the
threshold is set, it is essential to scan by 1 step. At this stage, the focus should be on checking the
position and shape of the S-curve for each strip channel, as well as its fluctuations (not limited to
o alone). Taking these factors into account, the next step ((3)) should be performed.
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(3 Readjustment of Thr2_glb

After the trimming DAC adjustment is completed, the channel dependence of the threshold is
minimized. Once this is achieved, further adjustments to the threshold height are allowed only
by modifying Thr_glb2, in the same way as Vier 7. The threshold shift corresponding to 1 LSB
of Thr_glb2 is nearly identical between the N-side (electrons) and P-side (holes), as shown below
(Figure C.8).

1 [LSB] = 0.047 [fC] ~ 294 ¢~ (C.12)

Since adjustments are often made by observing amp_cal, the conversion is noted here. If an adjust-
ment of x [amp_cal] is desired, the corresponding values can be calculated as follows:

Adjustment: x [amp_cal] — x/0.84 [LSB] (C.13)

This adjustment should be carried out carefully while checking the position of the threshold
using (4) below.

Average FAST disc threshold [fC]
IS
1
111

\\\‘\\\‘\\\‘\\\I\\A

Average FAST disc threshold [fC]

D I oy :

6 /

47 / Linearity of the FAST disc thr _
R —¥— electrons 7
- / —a— holes —

2 /,/ 1 LSB Thr2_glb = (0.047 = 0.002) fC—
0 20 40 60 80 100 120 140 160

Thr2_glb [LSB]

Figure C.8: Thr2 glb register linearity [19].

(® Confirming whether the FAST thresholds are set to the appropriate level.

The FAST thresholds must be set significantly lower than the ADC thresholds. However, when
amp_cal is below 40, noise increases, making it difficult to accurately determine the thresholds
through pscan. I devised a method for checking the FAST thresholds by leveraging the principle in
a counterintuitive way: if a hit is detected without exceeding the FAST threshold, the TDC of the
previous hit is recorded instead. This method was established before Run-Oe. The procedure for
this method is as follows:
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1. Input pulses of height equivalent to the lowest ADC threshold M times and perform
data acquisition. The current setting for M is 200.

2. For each strip channel, plot the difference between the TDC of a given hit and the TDC
of the previously recorded hit.

3. If a peak appears at zero in the TDC difference distribution, it confirms that the FAST
threshold has not been lowered sufficiently (Figure C.9 left).

4. Additionally, by plotting the strip numbers of hits with a TDC difference of zero and
creating a hit profile, it is possible to identify which channels have not had their thresh-
olds sufficiently lowered (Figure C.9 right).

G

220
200
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160
140
120
100
80
60
40
20

Counts
Counts

H " L " L L L L L [} L 'y
-1000 -500 0 500 1000 0 200 400 600 800 1000
smx_tdc(i)-smx_tdc(i-1) [tick = 3.125 nsec] Strip# [ch]

Figure C.9: FAST threshold confirming method. The left plot shows the distribution of the differ-
ence between the TDC of a given hit and the TDC of the previously recorded hit. The red arrow
indicates the position where the difference is 0. The right plot shows the strip channels where the
difference is 0. It can be observed that the ASIC around strip_ch = 200 has its FAST threshold set
slightly higher than the ADC threshold.
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Appendix D

Online trigger selection

As mentioned earlier in the text, the online trigger selection is performed in two stages: “coarse
selection” and “fine selection”. This chapter provides an explanation of these stages.

Other detectors
C
| UT3_timestamp |
uT3 # >

Aeoooce D :
| sTs clock
0
SMX |

>
NGe T—> | Tz
GBTXEMU e >
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trg_geriTimestamp | gen%%r:;z; p

Figure D.1: Tllustration of time axes and event timing in the STS readout system (reposted).

Coarse selection

When no trigger is received Using hit_geriTimestamp % and current_geriTimestamp W,
old data is searched for and removed from the buffer.

When a trigger is received When trigger data is received, trg_geriTimestamp ¥¢ and current_-
geriTimestamp W are used to discard data without the defined search window. Additionally, the
process of removing old hit data from the buffer is suspended while fine selection is being performed
after receiving a trigger. The selection window, referred to as the “search window”, has a width of
several psec to several tens of psec and is used for hit selection.



Chapter D Online trigger selection

Fine selection

The fine selection is performed on the data after the coarse selection using smx_tdc 7¢ and trg_
geriTimestamp %. The selection window, referred to as the “match window”, has a width of several
hundred nsec to a few psec.

When no trigger 3
[ ik & is received ] tlme

>
reject latency ‘,f? |
search window g

S & Y Vrenzwioser) - coarse selection
trigger latency |——f¢
"l

match window

A

fine selection

Figure D.2: The timestamps used for coarse selection and fine selection. The colors of the stars
correspond to those in Figure D.1.
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