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End of the CR energy spectrum
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Figure 1. Energy spectra over the entire fields of view for TA [10] and Auger [5]: (left) calculated using the nominal energy scales of TA
and Auger, (right) calculated after applying the overall +5.2% (Auger) and -5.2% (TA) energy scale corrections. Significant di↵erence
between the Auger and TA energy spectra remains after rescaling the TA and Auger energies by constant (energy-independent) factors.

(E/eV)
10

log
19 19.2 19.4 19.6 19.8 20 20.2

 )
-1

 y
r

-1
 s

r
-2

 k
m

2
 J

(E
) /

 ( 
eV

3 E

3710

3810

o < 24.8δ < oTA SD, -15.0

o < 24.8δ < oAuger SD, -15.7
(E rescaled by -5.2%)

(E rescaled by +5.2%)

(E/eV)
10

log
19 19.2 19.4 19.6 19.8 20 20.2

TA
 / 

J
A

ug
er

J

0

0.2

0.4

0.6

0.8

1

1.2

1.4

1.6

1.8

2

Figure 2. (left) TA and Auger spectra in the common declination band after applying overall +5.2% (Auger) and -5.2% (TA) energy
scale corrections. (right) Significant di↵erence between TA and Auger spectra persists even after rescaling the TA and Auger energies
by the constant factors and restricting the comparison to the common declination band.
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Figure 3. (left) TA and Auger spectra in the common declination band after applying additional energy-dependent energy corrections
to TA and Auger. In addition to overall +5.2% (Auger) and -5.2% (TA) energy scale corrections, TA and Auger energies were corrected
by +10% / decade (Auger) and -10% / decade (TA) starting at 10 EeV. (right) After these rescalings of the energies, the TA and Auger
spectra are in excellent agreement.

Auger has examined the ratio of the surface detector and
the fluorescence detector energies versus the aerosol trans-
mission to the shower maximum. As can be seen from Fig-

ure 6, Auger has no apparent energy reconstruction bias
with respect to the aerosol transmission [13].

3

EPJ Web of Conferences 210, 01002 (2019) https://doi.org/10.1051/epjconf/201921001002
UHECR 2018

Auger*, TA Collaborations, EPJ Web of 
Conferences 210, 01002 (2019) 

What is the origin of suppression (cutoff)?

!(#) ∝ #&'

• Suppression (cutoff)  at the highest energy is established by TA 
and Auger
• Acceleration limit?
• GZK cutoff by photo-pion production of proton CRs?
• (GZK) cutoff by photo-disintegration of nuclear CRs?

#'!(#)
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*Pierre Auger Observatory: 3000km2 array 
operating in the Southern hemisphere



Three cutoff scenarios
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Figure 9. Comparison of total photodisintegration cross sections for 12C (left) and 28Si (right)
with the evaluated experimental data compiled in the IAEA atlas [43]. TALYS 1.0 (default) and
TALYS 1.6 (adjusted) correspond to models implemented in CRPropa 2 and CRPropa 3, respectively.
Alternatively, the Kossov parametrization [42] can be used.

Isotope E0 [MeV] �0 [mb] �0 [MeV] E1 [MeV] �1 [mb] �1 [MeV] Source
12C 22.70 21.36 6.00 Atlas
14N 22.50 27.00 7.00 Atlas
16O 22.35 30.91 6.00 Atlas
23Na 23.00 15.00 16.00 Atlas
24Mg 20.80 41.60 9.00 Atlas
27Al 21.10 12.50 6.10 29.50 6.70 8.70 RIPL-2
28Si 20.24 58.73 5.00 Atlas
40Ar 20.90 50.00 10.00 Atlas
40Ca 19.77 97.06 5.00 Atlas
51V 17.93 53.30 3.62 20.95 40.70 7.15 RIPL-2
55Mn 16.82 51.40 4.33 20.09 45.20 4.09 RIPL-2

Table 2. Giant dipole resonance parameters used with TALYS (as parameters for the Kopecky-Uhl
generalized Lorentzian model of the E1-strength function): peak energy Ei, peak cross section �i

and width �i for resonances with a single (i = 0) or a split peak (i = 0, 1). Default values from the
RIPL-2 database [55] are replaced, if available, with the total cross section parameters from the atlas
of giant dipole resonance parameters. Note that for isotopes not listed, as well as for higher order
contributions, TALYS uses a compilation of formulas listed in [40].
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Confinement limit of cosmic 
storage ring for known objects 
suggests 1020eV/Z is the 
maximum energy

GZK cutoff (photopion production)
p + ! → p (n) + "0 ("+) cross section 
opens at Ep>7×1019eV with 
E!,CMB~2.4×10-4eV
(#proton>7x109 )

Photodisintegration
A + ! → (A-1) + p (n) cross 
section opens at #A≳7x108

EA=A×mpc2#A

• All processes become effective at ECR~1020eV (ECR is in total energy, but not in E/nucleon)
• Determination of CR mass composition is key and challenge in CR observations 

PDG
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1020eV
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Long journey from the 
source(s) to our detectors

Source
object type
3D  distribution/evolution
maximum energy (rigidity)
spectral index
mass composition
escape from environment

Propagation in photon field
photon density (CMB/EBL)
cross section and particle production

Propagation in magnetic field
extragalactic B field
Galactic B fieldAir shower

hadronic interaction
atmosphere modeling
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A -> (A-1) + N
E -> (A-1)/A x E  + E/A
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Source
object type
3D  distribution/evolution
maximum energy (rigidity)
spectral index
mass composition
escape from environment

Propagation in photon field
photon density (CMB/EBL)
cross section and particle production

Propagation in magnetic field
extragalactic B field
Galactic B fieldAir shower

hadronic interaction
atmosphere modeling

Air shower in the atmosphere

Key observables are
• Nch ∝ ECR : energy
• ", # : arrival direction
• Nch-N$ , Xmax : mass

Long journey from the 
source(s) to our detectors



Telescope Array is

• Largest air shower experiment in 
Northern hemisphere, Utah in USA

• Since 2008
• Surface Detector (SD) array

• 3m2 Scintillation Detector x 507
• 1.2km spacing, total ~700km2

• Fluorescence Detector (FD)
• 3 stations, 38 telescopes

MD FD station

LR FD station

BR FD station

Surface Detector
SD

7

3

Telescope Array ExperimentFD (HiRes)

SD

•Desert in Utah, US (1400m a.s.l.)

•507 Surface Detectors (SDs)
•Two layers of Plastic 
scintillator (3m2)
•1.2km spacing

•3 Fluorescence Detectors (FDs)

•FD observation : from Nov 2007
•SD observation : from May 2008

FD 



FD-SD Hybrid observation and analysis
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Fluorescence image

6 km

Footprint by Surface scintillators
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• Calorimetric energy determination => E
• Longitudinal profile => Xmax : depth of the 

maximum from the top of the atmosphere (g/cm2)

Xmax

99

which we adjusted by an iterative process using the TA SD data. To get the final

values for the event geometry, we fit to a modified Linsley function in which the

curvature parameter a becomes a fit parameter and is also allowed to vary (the

�2 expression is the same as the Equation 5.5):

⌧ = a
⇣
1� l

12⇥ 103m

⌘1.05 ⇣
1.0 +

s

30m

⌘1.35

⇢�0.5 (5.9)

�⌧ = (1.56⇥ 10�3)
⇣
1.0� l

12⇥ 103m

⌘1.05 ⇣
1.0 +

s

30m

⌘1.5

⇢�0.3

The additional factor of (1� l
12⇥103m)1.05 describes an additional “curvature devel-

opment” e↵ect, which was derived from the data. Figure 5.4a shows an example

of the event time fit.
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Figure 5.4: Two fits for determining the SD event geometry and S800. (a): An
illustration of the SD time fit. Counter time is plotted versus distance along the
û-axis (points). Solid line represents the fit expectation time for counters that
would lie directly on the û-axis, dashed and dotted lines are the fit expectation
times for counters that are 1 km and 2 km o↵ the û-axis, respectively. (b): Lateral
distribution fit to the AGASA function. Counter pulse height is plotted versus
the perpendicular (lateral) distance from the shower axis. Solid line represents
the fit curve. Error bars with no points represent the silent counters (working
counters which did not register any signal).

(different event)

• Normalization of lateral fit => E

Erecon = 2x1019 eV



FD/SD hybrid analysis for mass composition25
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(a) 18.2  log10(E/eV) < 18.3
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(b) 18.3  log10(E/eV) < 18.4
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(c) 18.4  log10(E/eV) < 18.5
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(d) 18.5  log10(E/eV) < 18.6
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(e) 18.6  log10(E/eV) < 18.7
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(f) 18.7  log10(E/eV) < 18.8

Figure 10. Xmax distributions in energy bins for 18.2  log10(E/eV) < 18.8. The data is compared to
Monte Carlo Xmax distributions generated using the QGSJet II-04 hadronic model for four primary elements.

systematic uncertainty in those energy bins. Note that we do not account for systematic uncertainties
in the QGSJet II-04 model, which will be discussed in Section 5. Figures 12c - 12f, corresponding to
the energy range 1018.4� 1018.8 eV show that �(Xmax) of the data continue to resemble QGSJet II-04

Telescope Array, ApJ, 858:76 (2018) 
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Figure 14. Mean Xmax as a function of energy as observed by Telescope Array in BR/LR hybrid mode over
8.5 years of data collection. The numbers above the data points indicate the number of events observed.
The gray band is the systematic uncertainty of this analysis. Reconstructed Monte Carlo of four di↵erent
primary species generated using the QGSJet II-04 hadronic model are shown for comparison.

nitrogen, but statistics in the data there are very poor. Care must be taken in interpreting Figure 14,
since hXmaxi by itself is not a robust enough measure to fully draw conclusions about UHECR
composition. When comparing hXmaxi of data to Monte Carlo, in addition to detector resolution and
systematic uncertainties in the data which may hinder resolving the between di↵erent elements with
relatively similar masses, the issue of systematic uncertainties in the hadronic model used to generate
the Monte Carlo must also be recognized. This will be discussed in Section 5. Referring back to
Figures 12 and 13, we can see that though the hXmaxi of the data in Figure 14, lies close to QGSJet II-
04 helium, the �(Xmax) of the data is larger than the helium model allows for energy bins with good
data statistics. For this reason, we will test the agreement of data and Monte Carlo by comparing
not just hXmaxi and �(Xmax), but by using the entire distributions. The elongation rate of the data
shown in Figure 14 found by performing a �2 fit to the data is found to be 56.8± 5.3 g/cm2/decade.
The �2/DOF of this fit is 10.67/9. Table 4 summarizes the observed first and second moments of
TA’s observed Xmax for all energy bins.

5. STATISTICAL HYPOTHESIS TESTS

5.1. Method

proton
helium

nitrogen
iron

Xmax Xmax

0g/cm2  ; top of the atmosphere

observation altitude

Nuclear shower
=

superposition of E/A 
proton showers

proton                nucleus

• Light composition up to 1019.6eV
• What is QGSJET II-04?

uncertainty (14.1 g cm−2) as a conservative estimate. Other
sources are added in quadrature, and we find the total
systematic uncertainty in � §Xmax to be 17.4g cm−2. The results
are summarized in Table 2.

The systematic uncertainties of T ( )Xmax from the sources
discussed above are also evaluated and given in Table 3.
Adding in quadrature, we obtain 21.1g cm−2.

As seen in Figure 14, within systematic uncertainties, � §Xmax of
the data is in agreement with QGSJetII-04 protons and helium for
nearly all energy bins. There is clear separation between the
region of systematic uncertainty and heavier elements such as
nitrogen and iron. In the last two energy bins there is some
overlap between the systematic uncertainty region of the data and
the nitrogen, but statistics in the data there are very poor. Care
must be taken in interpreting Figure 14, since � §Xmax by itself is
not a robust enough measure to fully draw conclusions about
UHECR composition. When comparing � §Xmax of data to Monte
Carlo, in addition to detector resolution and systematic uncertain-
ties in the data that may hinder resolving the different elements
with relatively similar masses, the issue of systematic uncertainties
in the hadronic model used to generate the Monte Carlo must also
be recognized. This will be discussed in Section 5. Referring back
to Figures 12 and 13, we can see that although the � §Xmax of the
data in Figure 14 lies close to QGSJetII-04 helium, the T ( )Xmax
of the data is larger than the helium model allows for energy bins
with good data statistics. For this reason, we will test the
agreement of data and Monte Carlo not just by comparing � §Xmax
and T ( )Xmax , but by using the entire distributions. The elongation
rate of the data in Figure 14 found by performing a χ2

fit to the

data is found to be 56.8±5.3g cm–2 decade–1. The χ2/dof of
this fit is 10.67/9. Table 4 summarizes the observed first and
second moments of TA’s observed Xmax for all energy bins.

5. Statistical Hypothesis Tests

5.1. Method

If one wishes to draw conclusions about agreement between
the data and the models, we should employ a test that measures

Figure 14. Mean Xmax as a function of energy as observed by TA in BR/LR hybrid mode over 8.5 yr of data collection. The numbers above the data points indicate
the number of events observed. The gray band is the systematic uncertainty of this analysis. Reconstructed Monte Carlo data of four different primary species
generated using the QGSJetII-04 hadronic model are shown for comparison.

Table 2
The Systematic Uncertainties in � §Xmax of TA Hybrid BR/LR Reconstruction

Items Δ� §Xmax Notes

Independent Sources

Detector 5.1g cm−2 Relative timing between FD and SD
(3.8 g cm−2), pointing direction of
the telescope (3.3 g cm−2)

Atmosphere 6.8g cm−2 Aerosol (3.4 g cm−2), atmospheric
depth (5.9 g cm−2)

Fluorescence yield 5.6g cm−2 Difference in yield models

Quadratic sum 10.2g cm−2

Not Fully Independent Sources

Detector 10.0g cm−2 Difference in two FD stations
Reconstruction 4.1g cm−2 Difference in reconstructions

Linear sum 14.1g cm−2

Total 17.4g cm−2

20
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Uncertainty in the air shower interpretation

• MC predictions depend on the choice of hadronic interaction model

Interaction model
EPOS, QGS, SIBYLL

Plots by T. Pierog
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Uncertainty in the air shower interpretation

• MC predictions depend on the choice of hadronic interaction model
• Difference becomes smaller in the LHC era, and intensively studies on going

Before/after
LHC

!ine @ LHC

Plots by T. Pierog
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Mass estimation using SD

• FD observation is limited in duty time O(10%)
• Muon sensitive analyses (Auger*) and machine learning  

(TA) to use SD in progress
Xmax

Xmax

0g/cm2  ; top of the atmosphere

observation altitude

proton                nucleus

!" = $ %
$

&.()&.*
= $&.+)&.,%&.()&.*

Deep shower => curved front

in Fig. 13. The fact that the Pearson correlation is less
strong for Fe nuclei than for protons reflects the enhanced
dominance of muons in showers initiated by Fe primaries.
The simulations give an indication of what is to be expected
when the measurements of Δs are compared with the Xmax
values in the hybrid events for which the reconstruction of
both observables is possible.
To exploit the correlation using data, and hence extend

the energy range and the statistical significance of the
elongation rate determined with the FD, it is necessary to
create empirical correlations using events in which both Δs
and Xmax have been measured in the same events. For this
study, we used the data discussed in Ref. [1] for the 1500 m
array for the events with energies >3 EeV and a similar set
of data from the 750 m array [22] for events of lower
energy. The selection of events is shown in Table III.

The Δs and Xmax of the events selected for the purposes
of calibration are shown for the two arrays in Fig. 14. There
are 252 and 885 events for the 750 and 1500 m arrays,
respectively, available for calibration of which 161 have
energies >10 EeV. The small number for the 750 m array
reflects the shorter period of operation and the relatively
small area (23.5 km2) of the array. We have checked that
the sample of events selected is unbiased by comparing the
elongation rate determined from the full data set (from
HEAT and standard fluorescence telescopes) with that
found from the 252 and 885 events alone.
For the calibration, we fit functions of the form

Xmax ¼ aþ bΔs þ c logðE=eVÞ ð11Þ
to the two data sets. The term b is dominant in the fit. The
term c is included to accommodate the energy dependence
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FIG. 12. hln Ai as a function of the energy for analyses using FD data and SD data from the 1500 m array. QGSJetII-04 and EPOS-
LHC have been used as the reference hadronic models. The results of the Delta method are compared with those arising from the
asymmetry analysis [6] (top panels) and from the Muon Production Depth analysis [4] (bottom panels). Brackets correspond to the
systematic uncertainties.

A. AAB et al. PHYSICAL REVIEW D 96, 122003 (2017)

122003-16

• Auger: different <lnA> with different analyses, different models,…
• Unnatural ‘heavier than Fe’ using muon data

in Fig. 13. The fact that the Pearson correlation is less
strong for Fe nuclei than for protons reflects the enhanced
dominance of muons in showers initiated by Fe primaries.
The simulations give an indication of what is to be expected
when the measurements of Δs are compared with the Xmax
values in the hybrid events for which the reconstruction of
both observables is possible.
To exploit the correlation using data, and hence extend

the energy range and the statistical significance of the
elongation rate determined with the FD, it is necessary to
create empirical correlations using events in which both Δs
and Xmax have been measured in the same events. For this
study, we used the data discussed in Ref. [1] for the 1500 m
array for the events with energies >3 EeV and a similar set
of data from the 750 m array [22] for events of lower
energy. The selection of events is shown in Table III.

The Δs and Xmax of the events selected for the purposes
of calibration are shown for the two arrays in Fig. 14. There
are 252 and 885 events for the 750 and 1500 m arrays,
respectively, available for calibration of which 161 have
energies >10 EeV. The small number for the 750 m array
reflects the shorter period of operation and the relatively
small area (23.5 km2) of the array. We have checked that
the sample of events selected is unbiased by comparing the
elongation rate determined from the full data set (from
HEAT and standard fluorescence telescopes) with that
found from the 252 and 885 events alone.
For the calibration, we fit functions of the form

Xmax ¼ aþ bΔs þ c logðE=eVÞ ð11Þ
to the two data sets. The term b is dominant in the fit. The
term c is included to accommodate the energy dependence
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FIG. 2. ξ parameter distribution for different energy bins. Proton MC is shown with red lines, iron MC is shown with blue lines and
black dots represent the data.
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022002-6

FIG. 1. Distributions of BDT parameters for energy bin log10E ¼ 18.8–19.0. Proton MC is shown with red lines, iron MC is shown
with blue lines and black dots represent the data.
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16 reconstructed parameters 
to train BDT classifier, !

This discrepancy may be the source of additional system-
atic bias which may affect the observables used for the
composition study.
We study the systematic error introduced by the limited

knowledge of the hadronic interaction models based on the
comparison of the two models: QGSJETII-03 and
QGSJETII-04 [47]. For the latter, an additional proton
Monte-Carlo set with the use of QGSJETII-04 model is
simulated. The set is subjected to the same multivariate
analysis procedure trained with the original QGSJETII-03
Monte-Carlo. The result is shown in the Fig. 5, while the
hadronic model uncertainty as a function of energy is
shown in Fig. 6. The uncertainty from hadronic interaction
models is minimal at 1018.5 eV with δ lnAhadr: ¼ 0.23 and
maximal at 1019.75 eV with δ lnAhadr: ¼ 0.74.

C. Composition

Mean logarithm of atomic mass as a function of
energy without bias corrections and with the linear
corrections applied is shown in Fig. 4. Within the errors,
the average atomic mass of primary particles shows no
significant energy dependence and corresponds to
hlnAi ¼ 2.0" 0.1ðstat:Þ " 0.44ðsyst:Þ.
TA SD composition results in comparison with TA

hybrid results are shown in Fig. 7. Comparisons with
Pierre Auger Observatory SD Xμ

MAX based on muon density
and muon arrival times and azimuthal risetime asymmetry,
HiRes stereo Xmax and Yakutsk muon detector results are
shown in Fig. 8 and 9, respectively. We mention that while
there exist composition results based on the Pierre Auger
Observatory hybrid observations [54], we focus only on the
comparison with the corresponding surface detector results.

-1

 0

 1

 2

 3

 4

 5

 6

 18  18.5  19  19.5  20

p

He

N

Si

Fe

<l
n 

A
>

log10 E, eV

IRON MC, QGSJETII-03
PROTON MC, QGSJETII-03
PROTON MC, QGSJETII-04

FIG. 5. hlnAi approximated with a straight line for proton (red)
and iron (blue) Monte-Carlo sets created with QGSJETII-03
hadronic interaction set and for proton MC set, created with
QGSJETII-04 (orange line). Error bars for each hlnAi point
represent the statistical bias of the method.

-1.5

-1

-0.5

 0

 0.5

 1

 1.5

 18  18.5  19  19.5  20

δ<
ln

 A
>

log10 E, eV

HADRONIC MODEL DEPENDENCY ERROR

FIG. 6. Hadronic model dependency error of the method as a
function of energy, based on a comparison with QGSJETII-04
hadronic interaction model.

 0

 1

 2

 3

 4

 5

 6

 18  18.5  19  19.5  20

p

He

N

Si

Fe

<l
n 

A
>

log10 E, eV

TA SD, QGSJET II-03
TA hybrid, QGSJET II-04

FIG. 7. Average atomic mass hlnAi in comparison with the
Telescope Array hybrid results [16]; statistical error is shown with
error bars, systematic error is shown with brackets.

 0

 1

 2

 3

 4

 5

 6

 18  18.5  19  19.5  20

p

He

N

Si

Fe

<l
n 

A
>

log10 E, eV

TA SD, QGSJET II-03
Auger SD muon XMAX, QGSJET II-03

Auger SD risetime asymmetry 500-1000m, QGSJET II-04
Auger SD risetime asymmetry 1000-2000m, QGSJET II-04

FIG. 8. Average atomic mass hlnAi in comparison with the
Pierre Auger Observatory Xμ

MAX and risetime asymmetry results
[18,52]; statistical error is shown with error bars, systematic error
is shown with brackets.

R. U. ABBASI et al. PHYS. REV. D 99, 022002 (2019)

022002-8

Telescope Array, PRD 99, 022002 (2019) 

Mass estimation using SD

• Mass (<lnA>) determination suffers from the shower modeling and is hot topic of improvement  

Proton
iron Proton

iron

FD result

SD result



？

14

Let us interpret the 
observations

Source
object type
3D  distribution/evolution
maximum energy (rigidity)
spectral index
mass composition
escape from environment

Propagation in photon field
photon density (CMB/EBL)
cross section and particle production

Propagation in magnetic field
extragalactic B field
Galactic B fieldAir shower

hadronic interaction
atmosphere modeling

References for contents from here
R.A. Vatista et al., JCAP05(2016)038
R.A. Vatista et al., JCAP10(2015)063 
K. Kotera and A. V. Olinto,Annu. Rev. Astron. Astrophys. 2011. 49:119–53 
J. Heinze et al., ApJ, 873:88, 2019 
TA Collaboration, PoS (ICRC2019) 190 
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Forward-folding analysis : Source model
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Figure 1, given our simple assumptions for the escape fraction
fesc, early stellar populations, and the clumpiness of the IGM.
Importantly, the reduction in τ by Planck (compared to
WMAP) largely eliminates the tension between S z( )SFR and τ
that was discussed by many authors, including Robertson et al.
(2013). That an SFR history consistent with the S z( )SFR data
easily reproduces the Planck τ strengthens the conclusions of
Robertson et al. (2013) that the bulk of the ionizing photons
emerged from galaxies. Figure 2 shows that the observed
galaxy population at �z 10 can easily reach the 68%
credibility intervals of τ with plausible assumptions about fesc
and Lmin. As a consequence, the reduced τ eliminates the need
for very high-redshift ( �z 10) star formation (see Section 3).
We note the dust correction used in computing SSFR at _z 6
permits an equivalently lower fesc without significant change in
the derived τ. We note that to reach U 2 0.08 given the S z( )SFR
constraints requires 2f 0.3esc or 1C 1HII .
Figure 2 also shows U z( ) computed with the 9 yr WMAP τ

marginalized likelihood as a constraint on the high-redshift
SFR density (blue region; Robertson et al. 2013), which
favored a relatively low U _ 0.07. If, instead, the SFR density
rapidly declines as S r � �z(1 )SFR

10.9 beyond _z 8 as
suggested by, e.g., Oesch et al. (2014), the Planck τ is not
reached (light blue region). Finally, if we force the model to
reproduce the best-fit WMAP τ (orange region), the increased
ionization at high redshifts requires a dramatic increase in the
�z 7.5 SFR (see Figure 1) and poses difficulties in matching

other data on the IGM ionization state, as we discuss next.

2.3. Ionization History

Similarly, we can update our understanding of the evolving
ionization fraction Q z( )HII computed during the integration of
Equation (4). Valuable observational progress in this area
made in recent years exploits the fraction of star-forming
galaxies showing Lyα emission (e.g., Stark et al. 2010) now
extended to z ∼ 7 − 8 from Treu et al. (2013), Pentericci et al.
(2014), and Schenker et al. (2014); the Lyα damping wing
absorption constraints from GRB host galaxies by Chornock
et al. (2013); and the number of dark pixels in Lyα forest
observations of background quasars (McGreer et al. 2015).
While most of these results require model-dependent inferences
to relate observables to QHII, they collectively give strong
support for reionization ending rapidly near �z 6.
Figure 3 shows these constraints, along with the inferred

68% credibility interval (red region; ML model shown in
white) on the marginalized distribution of the neutral fraction
� Q1 HII from the SFR histories shown in Figure 1 and the

Planck constraints on τ. Although our model did not use these
observations to constrain the computed reionization history, we
nonetheless find good agreement.6

Figure 3 also shows the earlier model of Robertson et al.
(2013; blue region) that completes reionization at a slightly
lower redshift and displays a more prolonged ionization
history. This model was in some tension with the WMAP τ
(Figure 2). If we force the model to reproduce the WMAP τ
(orange region), reionization ends by _z 7.5, which is quite
inconsistent with several observations that indicate neutral gas
within IGM over the range 1 1z6 8 (Figure 3).

Figure 1. Star formation rate density SSFR with redshift. Shown are the SFR
densities from Madau & Dickinson (2014) determined from infrared (dark red
points) and ultraviolet (blue points) luminosity densities, updated for recent
results and extrapolated to a minimum luminosity � �L L0.001min . A
parameterized model for the evolving SFR density (Equation (2)) is fit to
the data under the constraint that the Thomson optical depth τ to electron
scattering measured by Planck is reproduced. The maximum likelihood model
(white line) and 68% credibility interval on SSFR (red region) are shown. A
consistent SFR density history is found even if the Planck τ constraint is
ignored (dotted black line). These inferences can be compared with a model
forced to reproduce the previous WMAP τ (orange region), which requires a
much larger SSFR at redshifts �z 5.

Figure 2. Thomson optical depth to electron scattering τ, integrated over
redshift. Shown is the Planck constraint U � o0.066 0.012 (gray area), along
with the marginalized 68% credibility interval (red region) computed from the
SFR histories SSFR shown in Figure 1. The corresponding inferences of U z( )
from Robertson et al. (2013; dark blue region), a model forced to reproduce the
9 yr WMAP τ constraints (orange region), and a model with SSFR truncated at
�z 8 (light blue region) following Oesch et al. (2014) are shown for

comparison. 6 The model does not fare well in comparison to Lyα forest measurements
when _Q 1HII because of our simplified treatment of the ionization process
(see the discussion in Robertson et al. 2013).

3

The Astrophysical Journal Letters, 802:L19 (5pp), 2015 April 1 Robertson et al.

• Parameters at source
• Power index : ,
• Rigidity limit : Rmax
• Abundance : fp, fHe, …, fFe

• Source distribution
• -∝(1+z)m

Ex) Star formation rate (SFR)
B. E. Robertson, et al. ApJ. 
Lett., 802:L19 (5pp), 2015 

(1+z)3.26

METHOD: Assume source and propagation physics and fit to the air shower observations
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Figure 1. Energy loss length for 14N (left panel) and 56Fe (right panel) at z = 0. Dotted-dashed
lines correspond to interactions with the EBL, and dashed lines with the CMB. Green curves repre-
sent electron pair production, purple photodisintegration, and orange photopion production. Double
dotted-dashed lines are the energy loss length for adiabatic losses (Hubble radius). The thick black
curve is the combined energy loss length, taking into account all processes. This plot was obtained
using the interaction rate tables from CRPropa 3, with the EBL model of Gilmore et al. [27].

uncertainties on the strength and distribution of magnetic fields, thus making it nontrivial to
properly assess their impact on the UHECR spectrum and composition. On the other hand,
in the case of sources uniformly distributed separated by a distance much smaller than the
typical lengths involved (e.g. Larmor radius), it has been proven that the spectrum has a uni-
versal shape regardless of the properties of magnetic fields [28]. A uniform source distribution
is a reasonable assumption because the sources of UHECRs are not known, and considering
the lower bounds on the density of sources estimated by the Pierre Auger Collaboration [29].
In refs. [30–35] it was claimed that spectrum and composition may be affected by magnetic
fields, although the rigidity at which this is relevant is not clear, ranging from 1015V up to
∼ 1018V. For E/Z ! 1018V most of the aforementioned works predict small or negligible
effects due to magnetic fields.

3 Monte Carlo codes

In the following the CRPropa and SimProp codes are briefly described. Attention is given to
the considered models of the EBL and photodisintegration, as well as their implementation
in the codes.

3.1 The CRPropa propagation code

CRPropa 3 [20] (see also refs. [36–38]) is a public2 Monte Carlo code for propagating UHE
nuclei, gamma rays and neutrinos in the universe. It includes all relevant interactions in
the energy range of ∼ 6 × 1016 up to 1022 eV, as well as many magnetic field environments
and source distribution configurations. Three propagation modes are available, namely one-
dimensional (1D), three-dimensional (3D), and four-dimensional (4D) modes. For the pur-
poses of this work we will focus on the 1D mode in order to compare with the SimProp code,
which is limited to 1D simulations.

The energy loss processes and interactions implemented in this case are pair produc-
tion, photopion production, photodisintegration, nuclear decay and adiabatic losses. Pair

2Code available at http://crpropa.desy.de.
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Figure 9. Comparison of total photodisintegration cross sections for 12C (left) and 28Si (right)
with the evaluated experimental data compiled in the IAEA atlas [43]. TALYS 1.0 (default) and
TALYS 1.6 (adjusted) correspond to models implemented in CRPropa 2 and CRPropa 3, respectively.
Alternatively, the Kossov parametrization [42] can be used.

Isotope E0 [MeV] �0 [mb] �0 [MeV] E1 [MeV] �1 [mb] �1 [MeV] Source
12C 22.70 21.36 6.00 Atlas
14N 22.50 27.00 7.00 Atlas
16O 22.35 30.91 6.00 Atlas
23Na 23.00 15.00 16.00 Atlas
24Mg 20.80 41.60 9.00 Atlas
27Al 21.10 12.50 6.10 29.50 6.70 8.70 RIPL-2
28Si 20.24 58.73 5.00 Atlas
40Ar 20.90 50.00 10.00 Atlas
40Ca 19.77 97.06 5.00 Atlas
51V 17.93 53.30 3.62 20.95 40.70 7.15 RIPL-2
55Mn 16.82 51.40 4.33 20.09 45.20 4.09 RIPL-2

Table 2. Giant dipole resonance parameters used with TALYS (as parameters for the Kopecky-Uhl
generalized Lorentzian model of the E1-strength function): peak energy Ei, peak cross section �i

and width �i for resonances with a single (i = 0) or a split peak (i = 0, 1). Default values from the
RIPL-2 database [55] are replaced, if available, with the total cross section parameters from the atlas
of giant dipole resonance parameters. Note that for isotopes not listed, as well as for higher order
contributions, TALYS uses a compilation of formulas listed in [40].
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Figure 1. Energy loss length for 14N (left panel) and 56Fe (right panel) at z = 0. Dotted-dashed
lines correspond to interactions with the EBL, and dashed lines with the CMB. Green curves repre-
sent electron pair production, purple photodisintegration, and orange photopion production. Double
dotted-dashed lines are the energy loss length for adiabatic losses (Hubble radius). The thick black
curve is the combined energy loss length, taking into account all processes. This plot was obtained
using the interaction rate tables from CRPropa 3, with the EBL model of Gilmore et al. [27].

uncertainties on the strength and distribution of magnetic fields, thus making it nontrivial to
properly assess their impact on the UHECR spectrum and composition. On the other hand,
in the case of sources uniformly distributed separated by a distance much smaller than the
typical lengths involved (e.g. Larmor radius), it has been proven that the spectrum has a uni-
versal shape regardless of the properties of magnetic fields [28]. A uniform source distribution
is a reasonable assumption because the sources of UHECRs are not known, and considering
the lower bounds on the density of sources estimated by the Pierre Auger Collaboration [29].
In refs. [30–35] it was claimed that spectrum and composition may be affected by magnetic
fields, although the rigidity at which this is relevant is not clear, ranging from 1015V up to
∼ 1018V. For E/Z ! 1018V most of the aforementioned works predict small or negligible
effects due to magnetic fields.

3 Monte Carlo codes

In the following the CRPropa and SimProp codes are briefly described. Attention is given to
the considered models of the EBL and photodisintegration, as well as their implementation
in the codes.

3.1 The CRPropa propagation code

CRPropa 3 [20] (see also refs. [36–38]) is a public2 Monte Carlo code for propagating UHE
nuclei, gamma rays and neutrinos in the universe. It includes all relevant interactions in
the energy range of ∼ 6 × 1016 up to 1022 eV, as well as many magnetic field environments
and source distribution configurations. Three propagation modes are available, namely one-
dimensional (1D), three-dimensional (3D), and four-dimensional (4D) modes. For the pur-
poses of this work we will focus on the 1D mode in order to compare with the SimProp code,
which is limited to 1D simulations.

The energy loss processes and interactions implemented in this case are pair produc-
tion, photopion production, photodisintegration, nuclear decay and adiabatic losses. Pair

2Code available at http://crpropa.desy.de.
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production on CMB photons, assuming the background of Stecker, Malkan & Scully (2006). The dashed
blue line indicates the losses due to cosmological expansion.

2002; Khan et al. 2005; Allard et al. 2005, 2008; Hooper, Taylor & Sarkar 2005; Hooper, Sarkar
& Taylor 2008; see also R. Aloisio, V. Berezinsky, A. Gazizov, unpublished (arXiv 0803.2494)].
One remarkable effect of the propagation of nuclei is that nuclei with mass number A < 20 cannot
travel farther than a few tens of megaparsecs without disintegrating (see Figure 3). In particular,
one can conclude that heavy nuclei could be found in abundance at trans-GZK energies only if
the composition were essentially dominated by iron group nuclei. Such a composition can arise
when the proton Emax is smaller than Ep,π , so that only heavy nuclei are present at greater energies
(Allard et al. 2008; Aloisio, Berezinsky, & Gazizov 2011).

The effect of photo-hadronic interactions on the cosmic ray spectrum can be calculated an-
alytically for protons (Berezinsky & Grigorieva 1988; Berezinsky, Gazizov & Grigorieva 2006).
Numerical codes such as SOPHIA (Mücke et al. 1999) enable the precise evaluation of the cross
sections for photo-hadronic interactions, taking into account various channels, and of the produced
flux of secondary particles (pioneered by Berezinsky & Gazizov 1993). Numerical Monte-Carlo
methods are best suited to model inhomogeneous distribution of sources, calculate secondary
emissions, and treat the complex processes intervening in the propagation of nuclei in the IGM.
Among the existing propagation codes that have been developed for this purpose, one might refer
to the public code CRPropa (Armengaud et al. 2007).

The calculated spectra are in very good agreement with the observed spectra for a variety of
chemical compositions, Galactic to extragalactic transition models, source evolution histories, and
injection spectrum indices between 1.6–2.7, for a fixed maximum acceleration energy, Emax (see,
e.g., Figure 2). Kachelrieß & Semikoz (2006) demonstrate that relaxing the assumption of a single
maximum acceleration energy and introducing a power-law distribution of Emax lead to a change
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Figure 1. Energy loss length for 14N (left panel) and 56Fe (right panel) at z = 0. Dotted-dashed
lines correspond to interactions with the EBL, and dashed lines with the CMB. Green curves repre-
sent electron pair production, purple photodisintegration, and orange photopion production. Double
dotted-dashed lines are the energy loss length for adiabatic losses (Hubble radius). The thick black
curve is the combined energy loss length, taking into account all processes. This plot was obtained
using the interaction rate tables from CRPropa 3, with the EBL model of Gilmore et al. [27].

uncertainties on the strength and distribution of magnetic fields, thus making it nontrivial to
properly assess their impact on the UHECR spectrum and composition. On the other hand,
in the case of sources uniformly distributed separated by a distance much smaller than the
typical lengths involved (e.g. Larmor radius), it has been proven that the spectrum has a uni-
versal shape regardless of the properties of magnetic fields [28]. A uniform source distribution
is a reasonable assumption because the sources of UHECRs are not known, and considering
the lower bounds on the density of sources estimated by the Pierre Auger Collaboration [29].
In refs. [30–35] it was claimed that spectrum and composition may be affected by magnetic
fields, although the rigidity at which this is relevant is not clear, ranging from 1015V up to
∼ 1018V. For E/Z ! 1018V most of the aforementioned works predict small or negligible
effects due to magnetic fields.

3 Monte Carlo codes

In the following the CRPropa and SimProp codes are briefly described. Attention is given to
the considered models of the EBL and photodisintegration, as well as their implementation
in the codes.

3.1 The CRPropa propagation code

CRPropa 3 [20] (see also refs. [36–38]) is a public2 Monte Carlo code for propagating UHE
nuclei, gamma rays and neutrinos in the universe. It includes all relevant interactions in
the energy range of ∼ 6 × 1016 up to 1022 eV, as well as many magnetic field environments
and source distribution configurations. Three propagation modes are available, namely one-
dimensional (1D), three-dimensional (3D), and four-dimensional (4D) modes. For the pur-
poses of this work we will focus on the 1D mode in order to compare with the SimProp code,
which is limited to 1D simulations.

The energy loss processes and interactions implemented in this case are pair produc-
tion, photopion production, photodisintegration, nuclear decay and adiabatic losses. Pair

2Code available at http://crpropa.desy.de.
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• Strong energy loss above 1020eV
• Heavy nuclei (smaller Lorentz factor) exhibit less attenuation
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Figure 8. Comparison of PSB and TALYS photodisintegration models for hard nitrogen injection.

differences in the total energy spectrum are about half of those for hard injection (because
in that case secondaries are subdominant with respect to primaries even at low energies)
and those in the average logarithmic mass are similar. The cases of iron injections result in
very small differences (because channels ejecting α-particles are even more disfavoured with
respect to those ejecting single nucleons than in the case of nitrogen).

4.2.4 Effect of photodisintegration cross sections II: TALYS vs. Kossov

A third model for the photodisintegration cross sections is provided by the parametrization
of Kossov [44], which is used in the GEANT4 code. Since the model does not parametrize
partial cross sections, its total cross sections can be used in CRPropa in combination with
the branching ratios from TALYS. We compare the results of CRPropa simulations using the
TALYS and Kossov cross sections. In both cases the Dominguez et al. EBL model is used.

The resulting fluxes are shown in figure 9 for hard injection of nitrogen and iron nuclei.
Using the total cross sections from Kossov results in a higher level of photodisintegration
for iron nuclei compared to TALYS, resulting in a difference in the spectrum of around 20%
for E ! 1019 eV. For nitrogen the difference is much smaller in the energy range with low
statistical uncertainty. The results are similar for both hard and soft injection scenarios.
In our simulations the differences between TALYS and Kossov are small, compared to that
between TALYS and PSB, or between using different EBL models. This is due to similar total
cross sections and because the same branching ratios (from TALYS) are used in both cases.

4.2.5 Effect of photodisintegration cross sections III: TALYS with rescaled σα

In this section we investigate the influence of photodisintegration channels where α-particles
are ejected on the spectrum and composition observables. To this end, we ran SimProp
simulations using TALYS photodisintegration where all values of σα (defined in section 3.2)
were scaled by a factor aα = 1.0 (unscaled), 0.3, 0.1, and 0.0 (α ejection disabled). In each
case the Gilmore EBL model was used.

The reason for this kind of analysis is the lack of cross section measurements for the
α-particle ejection: in the data sets used in the TALYS code the only measurements for this
photodisintegration channel (for nuclei with 10 ≤ A ≤ 56 and photons below 30MeV in the
nucleus rest frame) are the ones of 12C (12C + γ → 3α, 12C + γ → p + α + 7Li) and 16O
(16O + γ → 4α). Moreover, TALYS seems to overpredict these measurements, as shown in
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Figure 9. Comparison of TALYS and Kossov photodisintegration cross sections for hard injection of
nitrogen (left) and iron (right) nuclei.
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Figure 10. Effect of scaling of TALYS cross sections for α-particle ejection for soft nitrogen injection.

appendix A. It is thus worthwhile to understand what the impact of these uncertainties is
on the observables. Results are shown in figure 10 and following.

The effects of changing this poorly known quantity on the energy spectrum in the case
of hard nitrogen injection can be very large, over 50%, resulting in softer spectra at Earth
the larger aα is. In the case of soft nitrogen injection these differences are about half as large,
as there are more primaries at low energy and more secondaries at high energy than for hard
injection. Conversely, the effects of this scaling on the average logarithmic mass in the case
of soft nitrogen injection are large at all energies, whereas those for hard nitrogen injection
are similar at low energies but negligible at high energies, where the composition is almost
purely primary nitrogen regardless of the value of aα. In the case of iron injection, the effects
of the scaling are smaller, because for heavy nuclei α-particle ejection is strongly disfavored.

4.2.6 Effect of different propagation codes: SimProp vs. CRPropa

In order to study the effect of the different simulation algorithms on the propagation of nuclei,
we compare fluxes and composition observables computed by SimProp and CRPropa, both
using the Gilmore EBL model and TALYS photodisintegration cross sections.
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• TALYS models ! production while PSB does not
• 50% difference at the highest energy

• TALYS and Kossov: different in inclusive cross 
section, but common in partial cross section

• +/-20% difference at the highest energy
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Calculated spectrum at the earth
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Figure 11. Effect of scaling of TALYS cross sections for α-particle ejection for hard nitrogen injection.
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Figure 12. Effect of scaling of TALYS cross sections for α-particle ejection for hard iron injection.

The results for hard nitrogen injection are shown in figure 13. It can be seen that once
the two codes are used with the same models for the EBL spectrum and photodisintegration
cross sections, the remaining differences due to the different approximations used in the
algorithms are small (of the order of 10% or less except at the highest energies), although
larger than the statistical uncertainties on the energy spectrum. The cases of soft nitrogen
injection and iron injections result in similar or smaller differences.

Possible reasons for the remaining differences include the simplified treatment of pho-
todisintegration in SimProp described in section 3.2, the simplified redshift-dependence of
photodisintegration on the EBL in CRPropa, described in section 3.1, or the different cross
sections for light nuclei (cross sections as listed in section 3.1 for A < 12 in CRPropa, PSB
cross sections for A < 5 in SimProp).

5 Discussion

We studied the propagation of protons and its effect on energy spectra at Earth with fixed
assumptions for the injection spectrum at the source. An analysis concerning the propaga-
tion of nuclei has been done for two representative primary nuclides and two representative

– 14 –

• >50% effect of ! production rate, which is 
poorly constrained by the laboratory 
experiments, or poorly modeled for existing data 
(plot above)

JCAP10(2015)063

 0

 10

 20

 30

 40

 50

 60

 70

 0  5  10  15  20  25  30

σ/
m

b

ε’/MeV

Total photoabsorbtion cross section for 28Si

PSB (Stecker-Salamon)
TALYS-1.0 (default)
TALYS-1.6 (default)

TALYS-1.6 (restored)
Kossov

Ishkhanov 2002

 0

 1

 2

 3

 4

 5

 6

 7

 0  5  10  15  20  25  30

σ/
m

b

ε’/MeV

Cross section for 12C(γ,α)8Be, 12C(γ,3α)

TALYS-1.0 (default)
TALYS-1.6 (default)

TALYS-1.6 (restored)
Kossov (TALYS BR)

Afanasev 2008

Figure 14. Photodisintegration cross sections for total absorption by silicon-28 (left) and α-particle
ejection from carbon-12 (right) as predicted by various models. The measured data (yellow circles) are
from ref. [73] and [74] respectively. TALYS (default) refers to using default TALYS settings, TALYS
(restored) to using the GDR parameters listed in table 1.

B Models for extragalactic background spectrum

The spectrum of the diffuse extragalactic background radiation spans over 20 decades in
energy, from radio waves up to the high-energy gamma ray photons. It consists of light
emitted at all epochs, modified by redshifting and dilution due to the expansion of the
universe. The cosmic microwave background (CMB), the relic blackbody radiation from
the Big Bang, is the dominant background field, followed by ultraviolet/optical and infrared
backgrounds (extragalactic background light, EBL). In this work, several models for EBL
have been used; these models are included in the simulation codes for propagation with
different choices for considering how their spectral energy distribution evolves in redshift.

The understanding of the spectral energy distribution and redshift evolution of the EBL
requires studying the sources responsible for its production. Several different techniques are
used for this purpose. Kneiske et al. [47] report the present-day background intensity using
detailed information from galaxy surveys about global quantities as the cosmic star formation
rate. The work by Domı́nguez et al. [52] is observationally based on multiwavelength data.
Other authors (as for example Stecker et al. [48, 49]) use “backward evolution” of the present
day galaxy emissivity. On the contrary, “forward evolution”, which begins with cosmological
initial conditions and follows a forward evolution with time by means of semi-analytical
models of galaxy formation, is used in Gilmore et al. [27].

In figure 15 the intensity of the EBL at z = 0 (left) and z = 1 (right) as a function of
wavelength is shown, as predicted by the models used in this work (Gilmore 2012 [27] and
Domı́nguez 2011 [52]) and by the default EBL models used in SimProp v2r0 and CRPropa 2
(Stecker 2005 [48, 49] and Kneiske 2004 [47] respectively), as well as the Franceschini 2008
model [50] for comparison. It can be seen that all recent EBL models are in good agreement
concerning the EBL spectrum in the UV and optical region in the local universe, but they
still largely differ in the far IR region and at high redshifts. (Note that due to the 1/ε2

factor in eq. (2.1), the far IR region is the most relevant to UHECR propagation, and the
UV region has very little impact even for the Stecker 2005 model at high redshift where it
largely exceeds other models.)
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(restored) to using the GDR parameters listed in table 1.
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energy, from radio waves up to the high-energy gamma ray photons. It consists of light
emitted at all epochs, modified by redshifting and dilution due to the expansion of the
universe. The cosmic microwave background (CMB), the relic blackbody radiation from
the Big Bang, is the dominant background field, followed by ultraviolet/optical and infrared
backgrounds (extragalactic background light, EBL). In this work, several models for EBL
have been used; these models are included in the simulation codes for propagation with
different choices for considering how their spectral energy distribution evolves in redshift.

The understanding of the spectral energy distribution and redshift evolution of the EBL
requires studying the sources responsible for its production. Several different techniques are
used for this purpose. Kneiske et al. [47] report the present-day background intensity using
detailed information from galaxy surveys about global quantities as the cosmic star formation
rate. The work by Domı́nguez et al. [52] is observationally based on multiwavelength data.
Other authors (as for example Stecker et al. [48, 49]) use “backward evolution” of the present
day galaxy emissivity. On the contrary, “forward evolution”, which begins with cosmological
initial conditions and follows a forward evolution with time by means of semi-analytical
models of galaxy formation, is used in Gilmore et al. [27].

In figure 15 the intensity of the EBL at z = 0 (left) and z = 1 (right) as a function of
wavelength is shown, as predicted by the models used in this work (Gilmore 2012 [27] and
Domı́nguez 2011 [52]) and by the default EBL models used in SimProp v2r0 and CRPropa 2
(Stecker 2005 [48, 49] and Kneiske 2004 [47] respectively), as well as the Franceschini 2008
model [50] for comparison. It can be seen that all recent EBL models are in good agreement
concerning the EBL spectrum in the UV and optical region in the local universe, but they
still largely differ in the far IR region and at high redshifts. (Note that due to the 1/ε2

factor in eq. (2.1), the far IR region is the most relevant to UHECR propagation, and the
UV region has very little impact even for the Stecker 2005 model at high redshift where it
largely exceeds other models.)
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Forward-folding analysis : fitting to the Auger results

sources (m 0� ) allows for spectral indices compatible with
Fermi acceleration. The result clearly favors positive evolution,
covering star-forming objects, GRBs, and blazars. The very
hard spectra found in this case are consistent with what was
found, for example, in Taylor et al. (2015). The 3T contours
leave room for negatively evolving sources such as TDEs
(Biehl et al. 2018b).

The spectrum and composition corresponding to the best fit
of our baseline model are reported in Figure 5, while the
corresponding injection spectra at the source (including the
respective errors) are illustrated in Figure 6. The pileup effect
from higher redshifts is clearly visible: while the injection
spectrum is very hard ( 0.8H � � ), the propagated spectra are
softer and have a stronger overlap. The best fit for the proton
component is zero, and the proton component in the propagated
spectrum comes only from propagation. However, the shaded
regions in Figure 6 indicate the uncertainty in the normal-
ization, which still allows for a significant proton fraction, as
this component is barely contained in the fit range.

5.2. Model Dependence of the UHECR Fit

We expand the discussion of the previous sections and study
the influence of the propagation and air-shower models by
repeating the fit for permutations of the disintegration models
PSB, TALYS, and PEANUT and the air-shower models EPOS-
LHC, SIBYLL 2.3, and and QGSJETII-04. The results are
shown in Figure 7 for the projection to the mH � plane, and
the corresponding best-fit parameters are reported in Table 4
(Appendix).

Consistent with what was found in the CF, we cannot find
reasonable fits for QGSJETII-04 due to the model’s broad Xmax
distributions, in combination with a small Xmax� §, opposite
to what is observed in data (Bellido 2017). In all other
combinations, we find satisfactory best fits with dof2D ≈
1.4–2.0. Clearly, the shower model has a stronger impact on the
fit contours than the disintegration model, as can be seen by
comparing the columns in Figure 7. Interestingly, for the PSB
model in combination with SIBYLL 2.3, negative source

evolution is excluded at 3T. This is an effect of the less
efficient disintegration, as will be explained in the next section.
The anticorrelation between m and γ is found for all

combinations of the disintegration and shower models
(excluding QGSJETII-04). However, when exchanging SIBYLL
2.3 with EPOS-LHC, the 3σ contour in Figure 7 is shifted
toward more local sources and/or more monochromatic
spectra. The reason for this is that EPOS-LHC, compared to
SIBYLL 2.3, predicts less shower-to-shower fluctuation,
decreasing the XxmaxT ( ), while at the same time, its Xmax� §
predicts a lighter composition of the measurements. In
combination, this allows for less overlap of individual mass
spectra. Therefore, local sources are favored for this model,

Figure 5. Spectrum (upper panel) and composition observables (lower panels)
corresponding to the best fit to the Auger 2017 data for the baseline model
combination TALYS and SIBYLL2.3. The corresponding injection at the source
is found in Figure 6.

Table 3
Best-fit Parameters for the 3D Parameter Scan with Free Source Evolution for

the Baseline Case of the Combination TALYS–SIBYLL2.3

TALYS–SIBYLL2.3

γ 0.80 0.23
0.27� �

�

Rmax (GV) 1.6 0.2 109o( ) ·
m 4.2 0.6

0.4
�
�

EE 0.14 0.03
0.00

�
�

f %A ( ) H He N
0.0 0.0

42.6
�
� 82.0 6.4

3.8
�
� 17.3 1.1

1.0
�
�

Si Fe
0.6±0.1 2.0 0.8 10 2o �( ) ·

I %A
9( ) H He N

0.0 0.0
1.2

�
� 9.8 2.9

2.8
�
� 69.2 1.6

1.5
�
�

Si Fe
17.9 3.5

3.2
�
� 3.2 1.3

1.2
�
�

dof2D 27.0/21

Note.For all quantities, the 1σ uncertainties (for 1 dof) are given.

Figure 6. Injection spectra for the five injected elements corresponding to the
best fit for the 3D parameter scan in Figure 5 ( 0.8H � � , R 1.6 10 GVmax

9� · ,
m=4.2). The shaded regions indicate the1T uncertainties to the normalization
of each injection corresponding to the fit (for R m, ,maxH fixed). While the best-
fit proton fraction is zero, there can be a significant proton contribution within
the uncertainty.
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Figure 3. Spectra (upper panels) and composition observables (lower panels) corresponding to the best fit to the Auger 2015 (left) and 2017 (right) data, assuming flat
source evolution and scanning in Rmax and γ. The best-fit values are found at 0.35H � � , R 2.8 10 GVmax

9� · (2015 data) and 0.7H � � , R 2.5 10 GVmax
9� ·

(2017 data). The gray shaded area indicates the range below 6 10 GeV9· , which is excluded from the fit. The expected composition is calculated assuming the EPOS-
LHC shower model and comparing to the first two moments of Xmax distributions.

Figure 4. Parameter space in γ, Rmax, and m for the model combination TALYS and SIBYLL 2.3 (baseline case) with free energy scale as a nuisance parameter. The best
fit, found at 0.8H � � , R 1.6 10 GVmax

9� · , and m=4.2, is marked by a white circle. The colored shading corresponds to 2
min
2D D� , while 2

min
2D D� is used to

determine the contours, which are given for 1σ, 2σ, and 3σ (for 2 dof). In each 2D panel, the third parameter is treated as a nuisance parameter and minimized over to
project the 3D parameter space.
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• Good fit to the Auger data
• Rmax = 1.6x1018 V
• m~4 supports star formation evolution
• !=-1 means very hard spectrum
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sources (m 0� ) allows for spectral indices compatible with
Fermi acceleration. The result clearly favors positive evolution,
covering star-forming objects, GRBs, and blazars. The very
hard spectra found in this case are consistent with what was
found, for example, in Taylor et al. (2015). The 3T contours
leave room for negatively evolving sources such as TDEs
(Biehl et al. 2018b).

The spectrum and composition corresponding to the best fit
of our baseline model are reported in Figure 5, while the
corresponding injection spectra at the source (including the
respective errors) are illustrated in Figure 6. The pileup effect
from higher redshifts is clearly visible: while the injection
spectrum is very hard ( 0.8H � � ), the propagated spectra are
softer and have a stronger overlap. The best fit for the proton
component is zero, and the proton component in the propagated
spectrum comes only from propagation. However, the shaded
regions in Figure 6 indicate the uncertainty in the normal-
ization, which still allows for a significant proton fraction, as
this component is barely contained in the fit range.

5.2. Model Dependence of the UHECR Fit

We expand the discussion of the previous sections and study
the influence of the propagation and air-shower models by
repeating the fit for permutations of the disintegration models
PSB, TALYS, and PEANUT and the air-shower models EPOS-
LHC, SIBYLL 2.3, and and QGSJETII-04. The results are
shown in Figure 7 for the projection to the mH � plane, and
the corresponding best-fit parameters are reported in Table 4
(Appendix).

Consistent with what was found in the CF, we cannot find
reasonable fits for QGSJETII-04 due to the model’s broad Xmax
distributions, in combination with a small Xmax� §, opposite
to what is observed in data (Bellido 2017). In all other
combinations, we find satisfactory best fits with dof2D ≈
1.4–2.0. Clearly, the shower model has a stronger impact on the
fit contours than the disintegration model, as can be seen by
comparing the columns in Figure 7. Interestingly, for the PSB
model in combination with SIBYLL 2.3, negative source

evolution is excluded at 3T. This is an effect of the less
efficient disintegration, as will be explained in the next section.
The anticorrelation between m and γ is found for all

combinations of the disintegration and shower models
(excluding QGSJETII-04). However, when exchanging SIBYLL
2.3 with EPOS-LHC, the 3σ contour in Figure 7 is shifted
toward more local sources and/or more monochromatic
spectra. The reason for this is that EPOS-LHC, compared to
SIBYLL 2.3, predicts less shower-to-shower fluctuation,
decreasing the XxmaxT ( ), while at the same time, its Xmax� §
predicts a lighter composition of the measurements. In
combination, this allows for less overlap of individual mass
spectra. Therefore, local sources are favored for this model,

Figure 5. Spectrum (upper panel) and composition observables (lower panels)
corresponding to the best fit to the Auger 2017 data for the baseline model
combination TALYS and SIBYLL2.3. The corresponding injection at the source
is found in Figure 6.

Table 3
Best-fit Parameters for the 3D Parameter Scan with Free Source Evolution for

the Baseline Case of the Combination TALYS–SIBYLL2.3

TALYS–SIBYLL2.3

γ 0.80 0.23
0.27� �

�

Rmax (GV) 1.6 0.2 109o( ) ·
m 4.2 0.6
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Note.For all quantities, the 1σ uncertainties (for 1 dof) are given.

Figure 6. Injection spectra for the five injected elements corresponding to the
best fit for the 3D parameter scan in Figure 5 ( 0.8H � � , R 1.6 10 GVmax

9� · ,
m=4.2). The shaded regions indicate the1T uncertainties to the normalization
of each injection corresponding to the fit (for R m, ,maxH fixed). While the best-
fit proton fraction is zero, there can be a significant proton contribution within
the uncertainty.
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sources (m 0� ) allows for spectral indices compatible with
Fermi acceleration. The result clearly favors positive evolution,
covering star-forming objects, GRBs, and blazars. The very
hard spectra found in this case are consistent with what was
found, for example, in Taylor et al. (2015). The 3T contours
leave room for negatively evolving sources such as TDEs
(Biehl et al. 2018b).

The spectrum and composition corresponding to the best fit
of our baseline model are reported in Figure 5, while the
corresponding injection spectra at the source (including the
respective errors) are illustrated in Figure 6. The pileup effect
from higher redshifts is clearly visible: while the injection
spectrum is very hard ( 0.8H � � ), the propagated spectra are
softer and have a stronger overlap. The best fit for the proton
component is zero, and the proton component in the propagated
spectrum comes only from propagation. However, the shaded
regions in Figure 6 indicate the uncertainty in the normal-
ization, which still allows for a significant proton fraction, as
this component is barely contained in the fit range.

5.2. Model Dependence of the UHECR Fit

We expand the discussion of the previous sections and study
the influence of the propagation and air-shower models by
repeating the fit for permutations of the disintegration models
PSB, TALYS, and PEANUT and the air-shower models EPOS-
LHC, SIBYLL 2.3, and and QGSJETII-04. The results are
shown in Figure 7 for the projection to the mH � plane, and
the corresponding best-fit parameters are reported in Table 4
(Appendix).

Consistent with what was found in the CF, we cannot find
reasonable fits for QGSJETII-04 due to the model’s broad Xmax
distributions, in combination with a small Xmax� §, opposite
to what is observed in data (Bellido 2017). In all other
combinations, we find satisfactory best fits with dof2D ≈
1.4–2.0. Clearly, the shower model has a stronger impact on the
fit contours than the disintegration model, as can be seen by
comparing the columns in Figure 7. Interestingly, for the PSB
model in combination with SIBYLL 2.3, negative source

evolution is excluded at 3T. This is an effect of the less
efficient disintegration, as will be explained in the next section.
The anticorrelation between m and γ is found for all

combinations of the disintegration and shower models
(excluding QGSJETII-04). However, when exchanging SIBYLL
2.3 with EPOS-LHC, the 3σ contour in Figure 7 is shifted
toward more local sources and/or more monochromatic
spectra. The reason for this is that EPOS-LHC, compared to
SIBYLL 2.3, predicts less shower-to-shower fluctuation,
decreasing the XxmaxT ( ), while at the same time, its Xmax� §
predicts a lighter composition of the measurements. In
combination, this allows for less overlap of individual mass
spectra. Therefore, local sources are favored for this model,

Figure 5. Spectrum (upper panel) and composition observables (lower panels)
corresponding to the best fit to the Auger 2017 data for the baseline model
combination TALYS and SIBYLL2.3. The corresponding injection at the source
is found in Figure 6.

Table 3
Best-fit Parameters for the 3D Parameter Scan with Free Source Evolution for

the Baseline Case of the Combination TALYS–SIBYLL2.3

TALYS–SIBYLL2.3
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Figure 6. Injection spectra for the five injected elements corresponding to the
best fit for the 3D parameter scan in Figure 5 ( 0.8H � � , R 1.6 10 GVmax

9� · ,
m=4.2). The shaded regions indicate the1T uncertainties to the normalization
of each injection corresponding to the fit (for R m, ,maxH fixed). While the best-
fit proton fraction is zero, there can be a significant proton contribution within
the uncertainty.
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Forward-folding analysis : 
fitting to the Auger, source parameters

J. Heinze et al., ApJ, 873:88, 2019 

• Very hard spectrum suggests effect of confinement and escape
• m = 4.3 supports star formation evolution
• No proton!   But with a large uncertainty
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Forward-folding analysis : fitting to the TA data
TA Collaboration, PoS (ICRC2019) 190 

• ! = -1.5, Rmax = 2.2 EV, fp:fHe:fN:fSi:fFe = 61.0%:37.4%, 1.5%, 0.1%, 0.003%
• Similar to the Auger fitting, but with a large proton fraction
• Not very good fit for high energy Xmax…

to be revisited
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Forward-folding analysis :
Fitting to Auger, impact of photo-dis. uncertainty

reducing the impact of photodisintegration, which would
increase the mass overlap. At the same time, the maximal
rigidity Rmax is more constrained for EPOS-LHC than for
SIBYLL 2.3, again decreasing the impact of photodisintegration
(this is not directly evident from Figure 7).

The dofmin
2D is slightly worse when using EPOS-LHC

( 2.0x ) compared to SIBYLL2.3 ( 1.4x ), mainly because the fit
to the Xmax� § is worse. It is, however, not strong enough to
discriminate between these models, as the difference can be
somewhat alleviated by allowing for shifts in Xmax within the
systematic uncertainties. We did not include a proper treatment
of these systematics.

Our results also show the limitations of what can be inferred
from UHECR data alone. While the assumption of a generic
rigidity-dependent source candidate describes the data suffi-
ciently well, a strong degeneracy in the parameter space
remains. Extending the range of the fit to lower energies could
break this degeneracy but would require assumptions about the

extragalactic magnetic field and the transition to a (possibly)
Galactic component below the ankle, which means that it
would add more dof to the model.
With new data from future experiments, the situation is

expected to improve. For example, with better information on
the UHECR composition from the AugerPrime upgrade, the
parameter space will likely be more constrained. A significant
improvement of the photodisintegration and air-shower models
would be needed as well; otherwise, the ambiguity of the
interpretation among different models will remain, as indicated
by our results.

5.3. Injected Composition

An interesting and reoccurring question is the range of mass
compositions permitted by Auger data. While the composition
at observation is fixed (within the uncertainty of the air-shower
models and data), it can have significantly different interpreta-
tions in terms of the composition ejected from the source.

Figure 7. Parameter space in γ and m minimized over the third parameter Rmax for different combinations of disintegration and air-shower models. The color code and
contours are defined as in Figure 4. Rows from top to bottom: TALYS, PSB, PEANUT. Columns from left to right: SIBYLL 2.3, EPOS-LHC, QGSJETII-04. The
corresponding best-fit parameters can be found in Table 4 (the Appendix).
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• Impact of photodisintegration model on 
the source parameters estimation

• ∆"~1
• ∆%~2

"

m
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Forward-folding analysis :
Fitting to Auger, hadron int. uncertainty

reducing the impact of photodisintegration, which would
increase the mass overlap. At the same time, the maximal
rigidity Rmax is more constrained for EPOS-LHC than for
SIBYLL 2.3, again decreasing the impact of photodisintegration
(this is not directly evident from Figure 7).

The dofmin
2D is slightly worse when using EPOS-LHC

( 2.0x ) compared to SIBYLL2.3 ( 1.4x ), mainly because the fit
to the Xmax� § is worse. It is, however, not strong enough to
discriminate between these models, as the difference can be
somewhat alleviated by allowing for shifts in Xmax within the
systematic uncertainties. We did not include a proper treatment
of these systematics.

Our results also show the limitations of what can be inferred
from UHECR data alone. While the assumption of a generic
rigidity-dependent source candidate describes the data suffi-
ciently well, a strong degeneracy in the parameter space
remains. Extending the range of the fit to lower energies could
break this degeneracy but would require assumptions about the

extragalactic magnetic field and the transition to a (possibly)
Galactic component below the ankle, which means that it
would add more dof to the model.
With new data from future experiments, the situation is

expected to improve. For example, with better information on
the UHECR composition from the AugerPrime upgrade, the
parameter space will likely be more constrained. A significant
improvement of the photodisintegration and air-shower models
would be needed as well; otherwise, the ambiguity of the
interpretation among different models will remain, as indicated
by our results.

5.3. Injected Composition

An interesting and reoccurring question is the range of mass
compositions permitted by Auger data. While the composition
at observation is fixed (within the uncertainty of the air-shower
models and data), it can have significantly different interpreta-
tions in terms of the composition ejected from the source.

Figure 7. Parameter space in γ and m minimized over the third parameter Rmax for different combinations of disintegration and air-shower models. The color code and
contours are defined as in Figure 4. Rows from top to bottom: TALYS, PSB, PEANUT. Columns from left to right: SIBYLL 2.3, EPOS-LHC, QGSJETII-04. The
corresponding best-fit parameters can be found in Table 4 (the Appendix).
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• Impact of photodisintegration model on 
the source parameters estimation

• ∆"~1
• ∆%~2

• Impact of hadronic interaction model on 
the source parameters estimation

• Too large…
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Summary

Few more slides…

• A (mass) and Z (charge) dependence everywhere in CR physics
• Source : !"#$ = &×("#$
• Interaction with photon : Γ = *+,-

.×"/01
• Magnetic deflection : θ ∝ ⁄56 7 = *856 +,-
• Air shower : ‘A’ superposition of *+,- . proton showers

• Currently mass estimation from air shower analyses suffers from 
uncertainty of hadronic interaction => hot topic with LHC

• Uncertainty of photodisintegration modeling also shows sizable 
effects in the mass composition at the earth
• 9 production is not well constrained and has impact on the CR propagation
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Future
• More events with a larger area 

=> TAx4 (partially) started 

• More improvements on hadronic interaction
=> Measurements at LHC, Oxygen collisions in Run3?
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Future
• More and more events

• SD with better mass sensitivity
• FD with a huge coverage area (to compensate duty time)

• Analysis for individual source, or sky area
• Magnetic deflection becomes important

B. Rouillé d’Orfeuil et al.: UHECRs anisotropy expectations

Finally, in addition to these fiducial statistics for a future ob-
servatory similar to the JEM-EUSO project, we also consider the
current Pierre Auger Observatory statistics as a reference point
for selecting astrophysical models that appear compatible with
the current data, as far as anisotropy is concerned (see below).
For this, we apply the Pierre Auger Observatory coverage map
and accumulate 84 UHECRs above 55 EeV, which corresponds
to the statistics gathered by the Pierre Auger Observatory up to
June 2011 (according to Kampert 2011, in which the last search
for small scale anisotropy above 55 EeV with the Pierre Auger
Observatory is reported).

4.5.3. Reading the sky maps

An example of a set of sky maps is shown in Fig. 11. This
is the result of a typical simulation, corresponding to a partic-
ular realization of a mixed-composition model with a source
density of ns = 10�5 Mpc�3 and a maximum proton energy of
Emax,p = 15 EeV (MC-15 EeV model). The map in the top panel
is the Pierre Auger Observatory-like reference map, showing the
arrival direction of 84 UHECR events above 55 EeV. The map
is shown in Galactic coordinates, and the wide region without
events in the left and upper right parts of the map are regions of
the sky inaccessible to the detector.

The symbols and color codes obey the following rules:

– the shape of the symbols representing the events give an indi-
cation of the mass of the associated UHECR: polygons with
larger numbers of sides correspond to heavier nuclei, as in-
dicated on the map, and protons are shown as circles;

– the size of the symbols is proportional to the particle energy:
larger symbols correspond to higher energy particles;

– events shown with the same color correspond to UHECRs
coming from the same source; however, only the most in-
tense sources (by decreasing multiplicity and provided that
they contribute at least three events and 1% of the total flux)
are shown with a separate color; all the other events are
shown in black;

– the colored stars correspond to the real location of the
sources of the events sharing the same color.

As can be seen in the top panel of Fig. 11, in this particular ex-
ample only three sources have a multiplicity higher than four in
the map corresponding to the Pierre Auger Observatory statis-
tics of reference. The most intense one is shown in red, with
eight events out of the 84 events recorded. The second source is
in blue, with seven events, and the third source is in green, with
four events in the field of view. It is interesting to note that the
source of these 4 events color-coded in green is actually far away
in the unobservable part of the sky. The distance to the color-
highlighted sources is also indicated in the map. In this case, the
“green source” is the closest, most luminous source in the sky, at
23 Mpc. The four events observed from this source in the south-
ern hemisphere sky consist of one low-mass (square symbol),
one intermediate mass (pentagon), and two heavy (hexagon) nu-
clei, deflected in the Pierre Auger Observatory field of view by
the GMF. The rightmost event has the lowest energy, as indicated
by its smaller size.

No obvious clustering of events is visible in the map,
which is compatible with the absence of any clear small-scale
anisotropy in the Pierre Auger Observatory data. In this model,
this is mostly due to the low value of the maximum proton en-
ergy assumed, namely 15 EeV, which results in the dominant
presence of heavy nuclei in the energy range under considera-
tion, as can be checked directly on the map (polygonal symbols).

Fig. 11. Examples of sky maps corresponding to the MC-15EeV model
(see text), simulated for the current statistics of the Pierre Auger
Observatory (top panel) and for the expected statistics that JEM-EUSO
would gather with a total exposure of 300 000 km2 sr yr, assuming
the flux normalization given by the Pierre Auger Observatory energy
scale (see text). The second, third, and fourth maps are drawn with
a (reconstructed) energy threshold of 50 EeV, 80 EeV, and 100 EeV,
respectively.

Two protons (circles) can nevertheless be seen in red, very close
to their actual source, represented by the red star. With these

A81, page 13 of 26

A&A 567, A81 (2014)

Fig. 25. Same as Fig. 13 (top) and Fig. 14 (bottom), but for the MC-
high (proton-dominated) model, with a source density ns = 1.6 ⇥
10�3 Mpc�3.

the maximum proton energy (even though the required steepness
of the source spectrum is di↵erent in each case, see above).

From what we know (or think we know) of the astrophys-
ical environments where ultra-high-energy particle acceleration
might occur in the universe, one must recognize, however, that a
pure-Fe model is not very realistic by itself. Nevertheless, pure-
Fe models, as a reference case of study, display interesting fea-
tures that help in understanding some important aspects of the
UHECR phenomenology, and are thus worth investigating.

This is mostly because UHE Fe nuclei, say around or above
1020 eV, are photodissociated into lighter nuclei as they prop-
agate through the intergalactic medium and interact with the
background of microwave and infrared photons. These interac-
tions typically eject one or a few nucleons out of the UHE nu-
clei, and since most of them occur near the threshold energy of
the photodissociation (through giant dipolar resonance) in the
rest frame of the nuclei, they roughly leave the remaining nu-
clei as well as the ejected nucleons with the same Lorentz fac-
tor, i.e., with the same energy per nucleon as the parent nuclei
(see Allard 2012 for a more complete discussion of heavy nu-
clei propagation). As a consequence, an iron nucleus with initial
energy E above the GZK cut-o↵ will produce secondary parti-
cles and eventually protons with an energy E/A. By this pro-
cess, the secondary protons coming from primary Fe nuclei can
reach energies only a factor of 56/26 ' 2.15 lower than the en-
ergy whose primary protons could reach in the same sources if

Fig. 26. Examples of typical sky maps corresponding to the proton-
dominated MC-high model with extremely high source density, ns =
1.6 10�3 Mpc�3. The first (top) panel shows one of the realizations that
gave the weakest signal of anisotropy (out of the 500 realizations simu-
lated) with the current Pierre Auger Observatory statistics. The second
panel shows the realization lying in the middle of the distribution (see
text). The third and fourth panels show the expected sky maps with
the reference statistics of JEM-EUSO with thresholds at 80 EeV and
100 EeV, respectively, for the same realization as in the second panel
(Pierre Auger Observatory energy scale).

they were accelerated there, and if the maximum energy were
proportional to the charge of the nuclei, Z, as assumed for the
mixed-composition models.

A81, page 22 of 26

K. Kawata, ICRC2019

TA 11 years

B. R. d’Orfeuil et al., 
A&A 567, A81 (2014)

Proton dominant scenario
w/ high source density

Rmax=15EV mix scenario

300,000 km2 sr yr
= (300,000/pi/700) = 136 TA yrs
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Figure 16. Data after shifting by the �Xmax which provides the maximum likelihood with the Monte Carlo
in the 18.2  log10(E/eV) < 18.3 energy bin. The unbinned data is tested against the fit to the Monte
Carlo (red line). For this energy bin the data and QGSJet II-04 protons were found to be compatible, with
a p-value of 0.32. All other chemical elements had p-values < 0.05 and found to be incompatible with the
data.

need to be extrapolated up to 1020 eV to fully describe the physics up to the highest energy cosmic
rays observed. Abbasi and Thomson have examined the uncertainty in hXmaxi in several di↵erent
popular hadronic models introduced by extrapolating these parameters. The estimated lower limits
on the uncertainty in hXmaxi from the extrapolation was found to ⇠ 6 g/cm2 at Elab = 1017 eV and
⇠ 35 g/cm2 at Elab = 1019.5 eV (Abbasi & Thomson 2016). This uncertainty in hXmaxi at 1019.5 eV
is about the same as the di↵erence in hXmaxi predicted among the deepest model (EPOS LHC)
and the shallowest model (QGSJet01c). The shapes of the Xmax distributions have a much smaller
dependence on hadronic model assumptions. Because of these large uncertainties in the models that
we compare our observedXmax to, we simultaneously systematically shift the data and test the shapes
of the distributions to measure compatibility between the data and model.

5.2. Results

Table 5 shows the results of these tests. For each QGSJet II-04 model tested against the data, the
�Xmax which gave the best log likelihood is shown, as well as the p-value for that shift. For QGSJet II-
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Figure 18. Unbinned maximum likelihood test on observed and simulated QGSJet II-04 Xmax distributions
after systematic shifting of the data to find the best log likelihood. Each point represents the probability
of measuring a log likelihood more extreme than that observed in the data after it is shifted by the best
�Xmax. The color of the point indicates the �Xmax measured in g/cm2 required to find the maximum log
likelihood value. The dashed line at p-value = 0.05 indicates the threshold below which the data is deemed
incompatible with the Monte Carlo at the 95% confidence level.

extensive Monte Carlo suite with showers pre-generated using CORSIKA. This Monte Carlo allows
us to verify that we understand the detector with a high degree of confidence and also to compare the
observed Xmax distributions with CORSIKA models of four di↵erent single element primaries: pro-
tons, helium, nitrogen, and iron, all generated using the QGSJet II-04 hadronic model. The data can
be compared to the Monte Carlo by the traditional method, comparing the first and second moments
(hXmaxi and �(Xmax)) of the observed Xmax distributions to the Monte Carlo. This method may be
overly simplistic and misleading especially for energy bins with low exposure, which can change the
shapes of the observed distributions. We have presented a new way to visualize hXmaxi and �(Xmax)
by plotting their joint distributions in the data as well as the confidence intervals expected from
Monte Carlo. We have extended the analysis of Xmax by using unbinned maximum likelihood, which
allows us to measure the compatibility of the data and Monte Carlo using the entire distributions.
This is especially important for statistical distributions that potentially exhibit a high degree of skew,
such as those of light elements with Xmax distributions with deeply penetrating tails. Using this test
we can empirically reject certain chemical elements at a given confidence level as being compatible
with our data.

BR, LR大気蛍光望遠鏡と地表検出器
ハイブリッド観測による化学組成解析

ü Xmaxの分布を実験とモデルで比較
ü Xmax+定数、を許して比較
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Figure 16. Data after shifting by the �Xmax which provides the maximum likelihood with the Monte Carlo
in the 18.2  log10(E/eV) < 18.3 energy bin. The unbinned data is tested against the fit to the Monte
Carlo (red line). For this energy bin the data and QGSJet II-04 protons were found to be compatible, with
a p-value of 0.32. All other chemical elements had p-values < 0.05 and found to be incompatible with the
data.

need to be extrapolated up to 1020 eV to fully describe the physics up to the highest energy cosmic
rays observed. Abbasi and Thomson have examined the uncertainty in hXmaxi in several di↵erent
popular hadronic models introduced by extrapolating these parameters. The estimated lower limits
on the uncertainty in hXmaxi from the extrapolation was found to ⇠ 6 g/cm2 at Elab = 1017 eV and
⇠ 35 g/cm2 at Elab = 1019.5 eV (Abbasi & Thomson 2016). This uncertainty in hXmaxi at 1019.5 eV
is about the same as the di↵erence in hXmaxi predicted among the deepest model (EPOS LHC)
and the shallowest model (QGSJet01c). The shapes of the Xmax distributions have a much smaller
dependence on hadronic model assumptions. Because of these large uncertainties in the models that
we compare our observedXmax to, we simultaneously systematically shift the data and test the shapes
of the distributions to measure compatibility between the data and model.

5.2. Results

Table 5 shows the results of these tests. For each QGSJet II-04 model tested against the data, the
�Xmax which gave the best log likelihood is shown, as well as the p-value for that shift. For QGSJet II-
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